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1 Introduction  

The Internetworks library in NetSim supports various protocols across all the layers of the 

TCP/IP network stack. These include Ethernet, Address Resolution Protocol (ARP), Wireless 

LAN ï 802.11 a / b / g / n / ac / p and e (EDCA), Internet Protocol (IP), Transmission Control 

Protocol (TCP), Virtual LAN (VLAN), User Datagram Protocol (UDP), and routing protocols 

such as Routing Information Protocol (RIP), Open Shortest Path First (OSPF). 

An internetwork is generally a collection of two or more networks (typically LANs and WLANs) 

which are interconnected to form a larger network. All networks in an Internetwork have a 

unique network address. Routers interconnect different networks.  

Users can use the following devices to design Internetworks: wireless node, wired node, 

switch, router, and access point (AP). Wired nodes (term for computers, servers etc.) connect 

via wired link to switches or routers, and wireless nodes connect via wireless links to Access 

Points (APs). Multiple links terminate at a switch/router, which enables connectivity between 

them. Many switches/routers are present in an internetwork to connect all the end-nodes. The 

end-nodes provide and consume useful information via applications like data, voice, video etc. 

 

Figure 1-1: A typical Internetworks scenario in NetSim 



Ver 14.0 

© TETCOS LLP. All rights reserved   Page 7 of 103 

 
Figure 1-2: The Result dashboard and the Plots window shown in NetSim after completion of a 

simulation. 
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2 Simulation GUI  

Open NetSim and click New Simulation Ą Internetworks as shown Figure 2-1. 

 

Figure 2-1: NetSim Home Screen 

2.1 Create Scenario 

Internetworks come with a palette of various devices like L2 Switch, L3 Switch, Router, Wired 

Node, Wireless Node, and AP (Access Point). 

2.2 Devices specific to NetSim Internetworks Library 

Á Wired node: A Wired node can be an end-node or for a server. It is a 5-layer device that 

can be connected to a switch and router. It supports only 1 Ethernet interface and has its 

own IP and MAC Addresses. 

Á Wireless Nodes: A Wireless node can be an end-node or a server. It is a 5-layer wireless 

device that can be connected to an Access point. It supports only 1 Wireless interface and 

has its own IP and MAC Addresses. 

Á L2 Switch: Switch is a layer-2 device that uses the devices MAC address to make 

forwarding decisions. It does not have an IP address. 

Á Router: Router is a layer-3 device and supports a maximum of 24 interfaces each of which 

has its own IP address. 

Á Access point: Access point (AP) is a layer-2 wireless device working per 802.11 Wi-Fi 

protocol.  It can be connected to wireless nodes via wireless links and to a router or a 

switch via a wired link. 
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Figure 2-2: Internetworks Device Palette in GUI 

2.2.1 Click and drop into environment  

Á Add a Wired Node or Wireless Node: In the toolbar, click the Node > Wired_Node icon 

(or) Node >Wireless_Node icon, and place the device in the grid. 

Note: Wireless nodes can be effortlessly connected using the auto-connect feature, ensuring that 

users first drop the access point before adding the wireless node. 

Á Add a Router: In the toolbar, click on the Router icon and place the Router in the grid. 

Á Add a L2 Switch or L3 Switch: In the toolbar, click on Switch > L2_Switch icon (or) Switch 

> L3_Switch icon and place the device in the grid. 

Á Add an Access Point: In the toolbar, click on the Access Point icon and place the Access 

Point in the grid 

Á Connect the devices by using Wired/Wireless Links present in the top ribbon/toolbar. Click 

on the first device and then click on the second device. A link will get formed between the 

two devices. 

Á Configure an application as follows: 

i. Click on the Set Traffic tab in the top ribbon/toolbar. 

ii. Select any application from the list and configure the traffic between source and 

destination. 

iii. Specify other application parameters per your model. 

 
Figure 2-3: Top Ribbon/Toolbar 

Á Repeat (ii) to generate multiple applications. Detailed information on Application properties 

is available in section 6 of NetSim User Manual. 

Á Right-click on any device (Router, Access_Point, L2_Switch, Wireless_Node, Wired_Node 

etc) and set the parameters. 
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Figure 2-4: Device Properties 

Á Interface_Wirelessô Physical Layer and DataLink Layer parameters are local but in 

Physical layer Standerd parameter is global. To set the same parameter value in all 

devices, ensure that you accordingly update the parameter values in all other devices 

(Access_Point or Wireless_Node) manually as the parameter change does not propagate 

to the other devices since it is local. 

 

Figure 2-5: MAC properties of Access Point 
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Figure 2-6: PHY Layer properties of Access Point 

2.2.2  Link Properties  

Right click on the link and click on properties to set link properties. Note that when simulating 

Internetworks if the link propagation delay is set too high then the applications may not see 

any throughput since it would take too long for OSPF to converge, and furthermore, TCP may 

also timeout (since max RTO is 3s). 
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Figure 2-7: Link Properties 

2.3 Enable Packet Trace, Event Trace & Plots (Optional) 

Select Packet Trace / Event Trace from the Configure Reports option in the top ribbon. For 

detailed help, please refer sections 8.1, 8.4 and 8.5 of the User Manual. Select Plots icon for 

enabling Plots and click on OK button see Figure 2-8. 

 

Figure 2-8: Packet Trace, Event Trace & Plots options on top ribbon 

2.4 Run Simulation 

 Click on the Run Simulation icon on the top ribbon/toolbar. For detailed help, please refer to 

section 3.5 of the User Manual. 

 

Figure 2-9: Run Simulation on top ribbon 



Ver 14.0 

© TETCOS LLP. All rights reserved   Page 13 of 103 

Set the Simulation Time and click on the Run button. 

 
Figure 2-10: Run Simulation window. 
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3 Model Features   

3.1 WLAN 802.11 

NetSim implements the 802.11 MAC and the 802.11 PHY abstracted at a packet-level. We 

start with the 3 types of nodes supported in 802.11 Wi-Fi.  

Á Wireless Nodes (Internetworks) or STAs. In Internetworks APs and Wireless nodes 

(STAs) are associated based on the connecting wireless link 

Á Wi-Fi Access Points (Internetworks) or APs. Every STA in the WLAN associates with 

exactly one AP. Each AP, along with its associated STAs, define a cell. Each cell 

operates on a specific channel.  

Á Standalone Wireless nodes (Mobile Adhoc networks). 

The MAC Layer features: 

Á RTS/CTS/DATA/ACK transmissions. 

Á Packet queuing, aggregation, transmission, and retransmission. 

Á 802.11 EDCA. 

The PHY layer implements: 

Á RF propagation (documented separately). 

Á Received power based on propagation model. 

Á Interference and signal to interference noise (SINR) calculation. 

Á MCS (and in turn PHY Rate) setting based on RSS and rate adaptation algorithms. 

Á BER calculation and packet error modelling. 

 

Figure 3-1: NetSimôs Wi-Fi design window, the results dashboard, and the plots window 
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3.1.1 WLAN standards supported in NetSim 

802.11a, 802.11b, 802.11g, 802.11n, 802.11ac, 802.11e (EDCA) and 802.11p are the WLAN 

standards available in NetSim. The operating frequencies and bandwidths are given in the 

Table 3-1. 

WLAN standard Frequency (GHz) Bandwidth (MHz) 

802.11 a 5 20 

802.11 b 2.4 20 

802.11 g 2.4 20 

802.11 n 2.4, 5 20, 40 

802.11 ac 5 20, 40, 80, 160 

Table 3-1: WLAN standards supported in NetSim 

802.11 p and WAVE are described in the VANET Technology library documentation. 

3.1.2  The 2.4 GHz Channels 

The following channel numbers are well-defined for 2.4GHz standards: 

Channel 
Number 

Center Frequency (MHz) 

1 2412 

2 2417 

3 2422 

4 2427 

5 2432 

6 2437 

7 2442 

8 2447 

9 2452 

10 2457 

11 2462 

12 2467 

13 2472 

14 2484 

Table 3-2: 2.4 GHz Wi-Fi Channels per IEEE Std 802.11g-2003, 802.11-2012 

Channels 1 through 14 are used in 802.11b, while channels 1 through 13 are used in 

802.11g/n. 

3.1.3  The 5 GHz Channels 

The following channel numbers are defined for 802.11a/n/ac. 

Channel Number Center Frequency (MHz) 

36 5180 

40 5200 

44 5220 

48 5240 

52 5260 

56 5280 

60 5300 
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64 5320 

100 5500 

104 5520 

108 5540 

112 5560 

116 5580 

120 5600 

124 5620 

128 5640 

132 5660 

136 5680 

140 5700 

144 5720 

149 5745 

153 5765 

157 5785 

161 5805 

165 5825 

169 5845 

173 5865 

177 5885 

Table 3-3: 5GHz Wi-Fi Channels per IEEE Std 802.11a -1999, 802.11n -2009, 802.11ac -2013 

3.1.4 The 5.9 GHz Channels 

Channel Number Center Frequency (MHz) 

100 5500 

104 5520 

108 5540 

112 5560 

116 5580 

120 5600 

124 5620 

128 5640 

132 5660 

136 5680 

140 5700 

171 5855 

172 5860 

173 5865 

174 5870 

175 5875 

176 5880 

177 5885 

178 5890 

179 5895 

180 5900 

181 5905 

182 5910 



Ver 14.0 

© TETCOS LLP. All rights reserved   Page 17 of 103 

183 5915 

184 5920 

Table 3-4: 5.9 GHz Wi-Fi Channels per IEEE Std 802.11p-2010 

3.1.5 Channel Numbering 

The standard method to denote 5 GHz channels has been to always use the 20 MHz center 

channel frequencies for both 20 MHz and 40 MHz wide channels. The following are the 

channel numbers of the non-overlapping channels for 802.11ac in NetSim: 

Á 20MHz: 36, 40, 44, 48, 52, 56, 60, 64, 100, 104, 108, 112, 116, 120, 124, 128, 132, 136, 

140, 144, 149, 153, 157, 161, 165, 169, 173, 177 

Á 40MHz: 36, 44, 52, 60,100, 108, 116, 124, 132, 140, 149, 157, 165, 173 

Á 80MHz: 36, 52, 100, 116, 132, 149, 165 

Á 160MHz: 36, 100, 149 

3.1.6 WLAN PHY Rate in NetSim 

WLAN 
Standard 

Frequency 
(GHz) 

Bandwidth 
(MHz) 

MIMO 
streams 

PHY rate (Mbps) 

a 5 20 N/A 6, 9, 12, 18, 24, 36, 48, 54 

b 2.4 22 N/A 1, 2, 5.5, 11 

g 2.4 20 N/A 6, 9, 12, 18, 24, 36, 48, 54 

n 2.4, 5 
20 

4 
Up to 288.8 

40 Up to 600 

 
ac 

 
5 

20 

8 

Up to 346.8 

40 Up to 800 

80 Up to 1733.2 

160 Up to 3466.8 

Table 3-5: WLAN PHY Rates in NetSim 

3.1.7 SIFS, Slot Time, CW Min, and CW Max settings 

Sub Std. b (20MHz) 

SIFS 10 

Slot Time 20 

CW Min 31 

CW Max 1023 

Table 3-6: DSSS PHY characteristics (IEEE-Std-802.11-2020 -Page no -2762) 

Sub Std. a g p 

Bandwidth 20MHz 20MHz 5MHz 10MHz 20MHz 

SIFS 16 16 64 32 16 

Slot Time 9 9 21 13 9 

CW Min 15 15 15 15 15 

CW Max 1023 1023 1023 1023 1023 

Table 3-7: OFDM PHY characteristics (IEEE-Std-802.11-2020 -Page no -2846) 
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Sub Std. n 

Frequency Band 2.4MHz 5 

SIFS 10 16 

Slot Time 20 9 

CW Min 15 15 

CW Max 1023 1023 

Table 3-8: HT PHY characteristics (IEEE-Std-802.11-2020 -Page no -2951) and MIMO PHY 

characteristics (IEEE-Std-802.11n-2009 -Page no -335) 

Sub Std. ac (5GHz) 

SIFS 16 

Slot Time 9 

CW Min 15 

CW Max 1023 

Table 3-9: Slot time in IEEE-Std-802.11-2020 -Page no -3094 and IEEE-Std-802.11ac-2013-Page no 

-297 

3.1.8 PHY Implementation  

NetSim is a packet level simulator for simulating the performance of end-to-end applications 

over various packet transport technologies. NetSim can scale to simulating networks with 100s 

of end-systems, routers, switches, etc. NetSim provides estimates of the statistics of 

application-level performance metrics such as throughput, delay, packet-loss, and statistics of 

network-level processes such as buffer occupancy, collision probabilities, etc. 

In order to achieve scalable, network simulation, that can execute in reasonable time on 

desktop level computers, in all networking technologies the details of the physical layer 

techniques have been abstracted up to the point that bit-error probabilities can be obtained 

from which packet error probabilities are obtained. 

NetSim does not implement any of the digital communication functionalities of the PHY layer. 

For the purpose of PHY layer simulation, the particular modulation and coding scheme, along 

with the transmit power, path loss, noise, and interference, yields the bit rate and the bit error 

rate by using well-known formulas or tables for the particular PHY layer being used. User 

would need to use a PHY Layer/RF/Link Level simulator for simulating various digital 

communication and link level functionalities. Typically, these simulators will simulate just one 

transmitter-receiver pair, rather than a network. 

Generally, in NetSim, the PHY layer parameters available for the user to modify are Channel 

Bandwidth, Channel Centre Frequency, Transmit-power, Receiver-sensitivity, Antenna-gains, 

and the Modulation-and-Coding-Scheme. When simulating standard protocols, these 

parameters can only be chosen from a standard-defined set. NetSim also has standard 

models for radio pathloss; the parameters of these pathloss models can also be set. 
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3.1.9 PHY States 

The PHY radio states implemented in NetSim 802.11 are RX_ON_IDLE, RX_ON_BUSY, 

TRX_ON_BUSY. 

Á RX_ON_IDLE: This is the default radio state 

Á RX_ON_BUSY: This state is set at receiver radio when the reception of data begins. Upon 

completion of reception it changes to RX_ON_IDLE 

Á TRX_ON_BUSY: This state is set at the transmitter radio at the start of frame transmission. 

Upon completion of transmission, it changes to RX_ON_IDLE 

Á A node in back off slots can be considered as equivalent to CCA busy. In NetSim, the radio 

state continues to be in RX_ON_IDLE 

Á SLEEP state is not implemented since NetSim 802.11 does not currently implement power 

save mode. 

3.1.10  802.11 implementation details 

Packets arriving from the NETWORK Layer gets queued up in an access buffer from which 

they are sorted according to their priority per 802.11 EDCA.  An event MAC_OUT with 

SubEvent CS (Carrier Sense ï CSMA) is added to check if the medium is free 

 

Figure 3-2: Packets transmission form Network layer to Mac Layer and how queued up in an access 

buffer  

During CS, if the medium is free, then the NAV is checked. This occurs if the RTS/CTS 

mechanism is enabled which can be done so by adjusting the RTS Threshold. If the 

Present_Time > NAV, then an Event MAC_OUT with SubEvent DIFS End added at the time 

Present_Time + DIFS time.  
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Figure 3-3: Event and SubEvent in Mac layer 

The medium is checked at the end of DIFS time period and a random time BackOff is 

calculated based on the Contention Window (CW). An Event MAC_OUT with SubEvent 

BackOff is added at time Present_Time + BackOff Time. 

Once BackOff is successful, NetSim starts the transmission process wherein it gets the 

aggregated frames from the QOS buffer and stores it in the Retransmit buffer. If the A-MPDU 

size is > RTS Threshold, then it enables RTS/CTS mechanism which is an optional feature. 

 

Figure 3-4: Event and SubEvent in Mac layer and Phy layer 

NetSim sends the packet by calling the PHY_OUT Event with SubEvent AMPDU_Frame.  

Note that the implementation of A-MPDU is in the form of a linked list.  

Whenever a packet is transmitted, the medium is made busy and a Timer Event with SubEvent 

Update Device Status is added at the transmission end time to set the medium again as idle. 
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Figure 3-5: Event and SubEvent in Phy layer 

Events PHY_OUT SubEvent AMPDU_SubFrame, Timer Event SubEvent Update Device 

Status and Event PHY_IN SubEvent AMPDU_SubFrame are added in succession for each 

MPDU (Subframe of the aggregated frame). This is done for collision calculations. If two 

stations start transmission simultaneously, then some of the SubFrames may collide. Only 

those collided SubFrames will be retransmitted again. The same logic is followed for an 

Errored packet. However, if the PHY header (the first packet) is errored or collided, the entire 

A-MPDU is resent.  

At the receiver, the device de-aggregates the frame in the MAC Layer and generates a block 

ACK which is sent to the transmitter. If the receiver is an intermediate node, the de-aggregated 

frames are added to the access buffer of the receiver in addition to the packets which arrive 

from Network layer. If the receiver is the destination, then the received packets are sent to the 

Network layer. At the transmitter side, when the device receives the block acknowledgement, 

it retransmits only those packets which are errored. The rest of the packets are deleted from 

the retransmit buffer. This is done till all packets are transmitted successfully or a retransmit 

limit is reached after which next set of frames are aggregated to be sent. 

3.1.11  802.11ac MAC and PHY Layer Implementation 

Improvements in 802.11ac compared to 802.11n 

Feature 802.11n 802.11ac 

Spatial Streams Up to 4 streams Up to 8 streams  

MIMO Single User MIMO Multi-User MIMO  

Channel Bandwidth 20 and 40 MHz 20, 40, 80 and 160 MHz (optional)  

Modulation 
BPSK, QPSK, 16QAM 
and 64QAM 

BPSK, QPSK, 16QAM, 64QAM 
and 256QAM (optional)  
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Max Aggregated Packet Size 65536 octets 1048576 octets 

Table 3-10: Feature Comparison between 802.11ac to 802.11n 

MAC layer improvements include only the increment of number of aggregated frames from 1 

to 64. The MCS index for different modulation and coding rates are as follows: 

MCS index Modulation Code Rate 

0 BPSK 1/2 

1 QPSK 1/2 

2 QPSK           3/4 

3 16QAM 1/2 

4 16QAM 3/4 

5 64QAM 2/3 

6 64QAM 3/4 

7 64QAM 5/6 

8 256QAM 3/4 

9 256QAM 5/6 

Table 3-11: Different Modulation schemes and Code Rates 

Receiver sensitivity for different modulation schemes in 802.11ac (for a 20MHz Channel 

bandwidth) are as follows. 

MCS Index Receiver Sensitivity (in dBm) 

0 -82 

1 -79 

2 -77 

3 -74 

4 -70 

5 -66 

6 -65 

7 -64 

8 -59 

9 -57 

Table 3-12: MCS index vs. Receiver Sensitivity (Rx-sensitivity) 

The Rx-sensitivity is then set per the above table in conjunction with Max Packet Error Rate 

(PER) as defined in the standard.  

If users wish to apply just the Rx-sensitivity (also termed as rate dependent input level), then 

the calculate_rxpower_by_per() function call in the function  

fn_NetSim_IEEE802_11_HTPhy_UpdateParameter() in the file IEEE802_11_HT_PHY.c can 

be commented. 

Number of subcarriers for different channel bandwidths 

PHY Standard Subcarriers 
Capacity relative to 
20MHz in 802.11ac 
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802.11n/802.11ac 20MHz Total 56, 52 Usable (4 pilot) x1.0 

802.11n/802.11ac 40MHz Total 114, 108 Usable (6 pilot) x2.1 

802.11ac 80MHz Total 242, 234 Usable (8 pilot) x4.5 

802.11ac 160MHz Total 484, 468 Usable (16 pilot) x9.0 

Table 3-13: Number of subcarriers for different channel bandwidths 

With the knowledge of MCS index and bandwidth of the channel data rate is set in the following 

manner 

¶ Get the number subcarriers that are usable for the given bandwidth of the medium. 

¶ Get the Number of Bits per Sub Carrier (NBPSC) from selected MCS 

¶ Number of Coded Bits Per Symbol (NCBPS) = NBPSC*Number of Subcarriers 

¶ Number of Data Bits Per Symbol (NDBPS) = NCBPS*Coding Rate 

¶ Physical level Data Rate = NDBPS/Symbol Time (4micro sec for long GI and 3.6 micro 

sec for short GI). 

3.1.12  MAC Aggregation in NetSim 

NetSim supports A-MPDU aggregation and does not support A-MSDU aggregation. MAC 

Aggregation is independent of MCS (PHY Rate) or BER. It is the PHY Rate that adapts to 

BER via Rate Adaptation algorithms. 

In the aggregation scheme shown in Figure 3-6, several MPDUôs (MAC Protocol Data Units) 

are aggregated into a single A-MPDU (Aggregated MPDU).  The A-MPDUs are created before 

transfer to the PHY. The MAC does not wait for MPDUs to aggregate. It aggregates the frames 

already queued to form an A-MPDU. The maximum size of an A-MPDU is 65,535 bytes.   

 
Figure 3-6: Aggregation scheme 
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In 802.11n, a single block acknowledgement is sent for the entire A-MPDU. The block ack 

acknowledges each packet that is received. It consists of a bitmap (compressed bitmap) of 

64bits or 8 bytes. This bitmap can acknowledge up to 64 packets, 1bit for each packet.  

The value of a bitmap field is 1, if respective packet is received without error else it is 0. Only 

the error packets are resent until a retry limit is reached. The number of packets in an A-MPDU 

is restricted to 64 since the size of block ack bitmap is 64bits.  

 
Figure 3-7: Block Ack Control Packet 

¶ NetSim uses the parameter, Number of frames to aggregate, while the standard uses the 

parameter A-MPDU Length Exponent. Per standard the A-MPDU length in defned by two 

parameters: Max AMPDU length exponent and BLOCK ACK Bitmap. The AMPDU length 

in bytes is ς ρ .  

¶ Since NetSim doesn't model A-MSDU, a design decision was made to model A-MPDU 

based on Block ACK bitmap size (to indicate the received status of up to 64 frames) and 

therefore the parameter - Number of frames to aggregate - in the GUI 

¶ When EDCA is enabled, packet aggregation is done separately for each QoS class 

¶ NetSim ignores the padding bytes added to the MPDU 

¶ The MAC aggregates packets destined to the same receiver, irrespective of the end 

destination. Receiver is to be understood as the next hop in a wireless transmission. 

¶ RTS threshold is compared against the total A-MPDU size. 

¶ Aggregation functionality may be incorrectly executed if  

ὔόάὦὩὶὕὪὊὶὥάὩίὝέὃὫὫὶὩὫὥὸὩὖὥὧὯὩὸὛὭᾀὩ ὄ φυȟυσυ ὄ 

3.1.13  Signal to interference and noise ratio (SINR)  

At each receiver, in the beginning when the first packet is transmitted and every time the 

transmitter or receiver moves, NetSim calculates the received signal level from transmitter. 

The received signal level would be equal to transmit power less propagation losses. Next, 

NetSim calculates the interference received (at the same receiver), from all the interfering 

transmissions. Only co-channel interference is accounted, and adjacent channel interference 

is not calculated. Finally, NetSim takes the ratio of the signal level, to the sum of the total 

interference from other transmissions plus the thermal noise. This ratio is SINR.  
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Once the SINR is calculated the BER is got from the SINR-BER tables for the applicable 

modulation scheme. This BER is then converted to Packet-Error-Rate. Packet error (Yes/No) 

is determined by drawing a random number in (0, 1) and comparing against PER1.  

The same is explained diagrammatically below. 

 

Figure 3-8: Radio Tx-Rx for one transmission 

* Propagation model covers path loss, fading and shadowing. The models are documented 

in a separate document named Propagation-Models.pdf 

** Interference noise due to other transmissions within the network 

3.1.14 Transmit Power 

The user can set a fixed transmit power via the GUI. Transmit power is a local variable; each 

STA and AP can be set to have different transmit powers. The transmit power can be 

dynamically varied by modifying the underlying 802.11 source C code.  

3.1.15 Carrier Sense 

Transmit power less propagation losses is the received power. The propagation loss is the 

sum (in dB scale) of pathloss, shadowing loss and fading loss. Various propagation models 

 
1 In other words, the instantaneous PER is used in a Bernoulli trial to decide whether the current packet is 

successfully received or not 
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are available and are detailed in the Propagation model manual. Pathloss, Fading, and 

Shadowing can be turned on/off in GUI.  

If ὙὩὧὩὭὺὩὶὛὩὲίὭὸὭὺὭὸώὒέύὩίὸ ὓὅὛ  ὙὩὧὩὭὺὩὶὖέύὩὶὉὈ ὝὬὶὩίὬέὰὨ the medium is 

set to busy. Note that CSMA/CA algorithm operates according to the medium state (busy/idle). 

If ὙὩὧὩὭὺὩὨὖέύὩὶὙὩὧὭὺὩὶὛὩὲίὭὸὭὺὭὸώ ὒέύὩίὸὓὅὛ then MCS is set depending on the 

Received power and signal is decoded. Packet error is decided by looking up the SINR-BER 

table for the given MCS.  

These variables can also be dynamically by modifying the underlying 802.11 source C code. 

3.1.16 Transmission Range, Carrier Sense Range, and Interference Range 

¶ Transmission Range: The transmission range is the range within which the receiver of a 

signal can decode the sourceôs transmission correctly (when no other transmitting nodeôs 

signal interferes). This is typically smaller than the carrier-sensing range of the transmitter.  

¶ Carrier Sense Range: The carrier-sense range is the range within which the transmitterôs 

signal exceeds the Carrier Sense Threshold of the receiver (or another transmitter). The 

receiver (or another transmitter) detects the medium to be busy and does not transmit at 

this time.  

¶ Interference Range: The interference range (defined by the receiver) is the range within 

which any signal transmitted by other sources interfere with the transmission of the 

intended source, thereby causing a loss (marked as a collision in NetSim) at the receiver. 

These three ranges are affected by the power of the transmitter. The greater the transmission 

power, the further a node can receive the transmission, and also the more nodes whose 

communication with other nodes will be affected by this transmission. The transmission range 

is also affected by the MCS used by the transmitter. The higher the MCS the shorter the range, 

and vice versa 

3.1.17 Carrier Sense (CS) Threshold  

In NetSim (from v13.2 onwards) the Carrier sense (CS) threshold is set equal to Control rate 

receive sensitivity.  

ὅὛὝὬὶὩίὬέὰὨὙὩὧὭὩὺὩὶὛὩὲίὭὸὭὺὭὸώὅέὲὸὶέὰὙὥὸὩ 

Users can modify the CS threshold using the variable CSRANGEDIFF which is set to 0 dB in 

code by default. This implies a 0 dB differential between the lowest MCS (Control rate) 

Receive sensitivity (which determines DecodeRange) and CS Threshold (which determines 

CarrierSenseRange). The value of CSRANGEDIFF can be modified by the user in NetSim 
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Standard or Pro versions, which ship with source code. We believe the term EDThreshold 

used in literature is the same as CSThreshold.  

If the interference signal power (sum of the Received-power from all other transmitters), 

measured at the transmitter, is greater than ED-Threshold, then the transmitter assumes the 

medium is busy. Carrier is sensed by the transmitter; all CS activity occurs at the transmitter, 

and not at the receiver 

3.1.18 Transmitterôs choice of MCS 

If the rate adaptation algorithm is turned off, then the transmitter chooses MCS by comparing 

the RSS (calculated per the equation below) against the Receiver-Sensitivity for different MCS 

(per the tables in the standards). The highest possible MCS is then chosen. This means the 

MCS is not fixed but adapts to the received signal strength, even with rate adaption turned off 

in the MAC layer.  

NetSim exploits the AP-STA and the STA-AP channel reciprocity. Therefore, Pathloss plus 

Shadow loss is identical in both directions. 

ὙὛὛὍὝὼὖέύὩὶὖὥὸὬὰέίίὛὬὥὨέύὒέίί 

Note that when computing BER (from SINR) fading loss is added to this RSSI value. Thus, 

fading loss is not accounted when choosing MCS, but is accounted when computing BER.  

NetSim has rate adaptation algorithms which take care of selecting the right MCS for a given 

SINR. In the simplest algorithm for every 20 successful transmissions the rate (MCS) goes up 

1 step, and for every 3 continuous failures, the rate goes down one step.  

3.1.19 Hidden Node Behaviour 

Consider N1 and N3 transmitting to N2 whereby N1 and N3 are beyond Carrier sense (CS) 

range. N1 is said to be hidden from N3 and vice versa.  

When N1 and N3 transmit, there are ñlikelyò to be collisions at N2. However, collisions do not 

occur all the time. The CSMA/CA algorithm exponentially increases the backoff and hence 

after a few collisions it is possible that one of the nodes gets a low back-off number while the 

other draws a very high back-off number. Thus, the node with low back-off can complete 

transmissions (of one and even more than one packet) while the other node (with the large 

backoff) is still in backoff. 

When N1 transmits to N2, N3 canôt hear the transmission since N3 is beyond CS. Therefore, 

N3 can attempt if its backoff counts down to 0. However, when N2 sends back the WLAN-

ACK, N3 will hear it since N3 is within range of N2. Therefore, in NetSim, N3 will sense the 

medium as busy and freeze its back off when N2 is sending the WLAN ACK to N1. 
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In case of N2 to N1/N3 transmissions, then the reverse is true for the MAC-ACK from the 

nodes. When N2 sends a packet to N1 (or N3) it is within range of N3 (or N1), however, when 

N1 (or N3) sends back the MAC ACK there is a chance of collision with a data packet of N3 

(or N1). 

3.1.20 IEEE 802.11 e QoS and EDCA 

Quality of Service (QoS) provides you with the ability to specify parameters on multiple queues 

for increased throughput and better performance of differentiated wireless traffic like Voice-

over-IP (VoIP), other types of audio, video, and streaming media, as well as traditional IP data 

over the Access Point. 

QoS was introduced in 802.11e and is achieved using enhanced distributed channel access 

functions (EDCAFs). EDCA provides differentiated priorities to transmitted traffic, using four 

different access categories (ACs). With EDCA, high-priority traffic has a higher chance of 

being sent than low-priority traffic: a station with high priority traffic waits a little less before it 

sends its packet, on average, than a station with low priority traffic. This differentiation is 

achieved through varying the channel contention parameters i.e., the amount of time a station 

would sense the channel to be idle, and the length of the contention window for a backoff. 

In addition, EDCA provides contention-free access to the channel for a period called a 

Transmit Opportunity (TXOP). A TXOP is a bounded time interval during which a station can 

send as many frames as possible (as long as the duration of the transmissions does not extend 

beyond the maximum duration of the TXOP). If a frame is too large to be transmitted in a single 

TXOP, it should be fragmented into smaller frames. The use of TXOPs reduces the problem 

of low rate stations gaining an inordinate amount of channel time in the legacy 802.11 DCF 

MAC. A TXOP time interval of 0 means it is limited to a single MPDU. 

 
Figure 3-9: Enhanced Distributed Channel Access (EDCA) in 802.11 
























































































































































