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1 Introduction

A network simulator mimics the behaviour of networks but cannot connect to real networks.
NetSim Emulator enables users to connect NetSim simulator to real hardware and interact

with live applications.

= NetSim emulator is an IP based, data plane, flow-through emulator. This means:

» |t can interact with IP based devices.

» |t can emulate data place functionality and not control plane functionality.

» The source and destination for traffic should be external. A virtual device within NetSim

cannot be a source or sink for traffic.

1.1 Emulation: How Simulation interacts with the real world
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Figure 1-1: Simulator interacting with the real world
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A real PC (running NetSim Emulation Client) sends live traffic to the PC (running NetSim
Emulation Server). Whenever a packet arrives at the interface of server, this packet is
‘converted” into a simulation packet and sent from a source node (user selectable) in the
simulated network (user configurable) to a destination node (again user selectable). Upon
receipt of this packet at the destination, the packet is then “re-converted” and sent back to a
real PC destination node (running NetSim Emulation Client). The real packet thus undergoes
network effects such as delay, loss, error etc. created virtually by NetSim Simulator.

© TETCOS LLP. All rights reserved Page 6 of 80
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2 Emulation Set-up

The set-up to run emulation would be to have a minimum of three (3) PC’s. One would be the
real source, the second would run NetSim emulation server, and the third would be the real
destination.

Prerequisite for NetSim Emulation: Enabling IP routing in windows.

IP Routing is the process that allows data to cross over a network of computers rather than
just one. Routing is often disabled by default in Windows, to check whether IP routing enabled

or not.

Open Command Prompt (cmd.exe) type ipconfig /all. It will show if IP Routing Enabled: Yes\
No. If IP Routing Enabled is set to No we may have to manually enable IP routing as shown

Figure 2-1.

Bl Select CAWINDOWS\system32\cmd.exe — [m} b4

reserved.

: DESKTOP-LC53CTS
Hybrid
WINS Proxy Emabled. . . . . . . . :

Ethernet adapter Ethernet:

CIe GBE Family Controller

48-8D-5C-D7-8BE-19

Figure 2-1: IP Routing Enabled
Steps to enable IP routing in windows:

1. Open the start menu, and type REGEDIT32.EXE into the search box. Hit enter. You can
also click on "Run" and type REGEDIT to open it.

2. Navigate to the
HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\Tcpip\Parameters\|
PEnableRouter setting

3. Right click and select Modify. Change 0 to 1 and click OK then exit the editor as shown
below Figure 2-2.

© TETCOS LLP. All rights reserved Page 7 of 80



ﬁ’ Regict
File

View Favorites Help

Ver 14.0

Synth3dVsc
SysMain
SystemEventsBroker
TabletinputService
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Linkage
Parameters
Performance
Security
- ServiceProvider
Tcpipt
TCPIPETUNMEL
tepipreg
TCPIPTUNMEL
ek
Te.Service
TeamViewer
terminpt
TermService
Themes
TieringEngineService
TimeBrokerSve
Trl-amBral-ar

]

Computer,\HKEY_LOCAL_MACHINE\SYSTEMACurrentControlSethServices\ Tepip\Parameters

FSysternRoot3o\ Systern 32\ drivers\etc
192.168.0.1 208.67.222.222 208.67.220.220

MName Type Data
ab| (Default) REG_SZ (value not set)
ab| DataBasePath REG_EXPAND_SZ
3_‘_'] DhepMameServer REG_SZ
ab| Domain REG_SZ
o|ForwardBroadca  REG_DWORD DaDDO00000 (0)
ab|HostMame REG_SZ DESKTOP-LC33CTS
ab||CSDomain REG_SZ mshome.net
8| IPEnableRouter REG_DWORD CDOODD0ODD (0)

Edit DWORD (32-bit) Value *

[Ts

Value name:

[IPEnableRouter

Value data: Base

|1| | (®) Hexadecimal

() Decimal
Cancel

Figure 2-2

ipconfig /all

Run NetSim

Administrator).

© TETCOS LLP. Allrights reserved

Cellular Network) in NetSim with Emulation.

2.1 Setting up the NetSim Server

the Application properties as shown below Figure 2-3.

. IP Enable Router value is setto 1

in Administrative Mode (Right Click on NetSim.exe

4. Restart the system and check if IP Enabled Router is set to Yes by using the command

NOTE: Never use NetSim License server as Source or destination for emulation application. Also, if the
license server is running on Virtual Machine (VM) than any VM on that physical system cannot be used as
source or destination. If used, this will lead to license check out problems in the license server.

- Run as

User has to open any Stack based Network (Any network except Legacy Networks and

Create a network scenario of your choice (refer application examples provided) and set

Page 8 of 80
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E Appl1_CBR Properties - X

AN D =

4 Application
Application Method UMICAST
Application Type CBR
Application D 1
Application Mame Appl1_CBR
Source Count 1
Source |ID 2 A
Destination Count 1
Destination ID 3 A
Start Timne (s) V]
End Time (s) 100000
Encryption NOME b
Random Startup FALSE -
Session Protocol MOME
Transport Protoco uop b
Qos BE -

Figure 2-3: Application properties window

= |nthe Application Properties, set Application Type as “EMULATION”. Assign real Source
IP address and Destination IP address in the respective fields. Then Click OK.
= Set the Simulation Time as how long you want to perform the Emulation in Real World.

Do not run the simulation until setting up Emulation in the Client system.
NOTE: If the Emulation Server is located in a different subnet from clients

= User has to configure the router settings of the real-world network so as to allow the

packets to be transmitted to the Emulation Server.
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= For Example, if we consider a sample real world network scenario where the Emulation

clients and server are located in different subnets as shown Figure 2-4.

Switch D POt De St atLN

- sl Before Router C re-configuration

After Router C re-configuration

Chent Sourge™ Efuilation Berver

Figure 2-4: Emulation Server is located in a different subnet from clients

= Routing table of router 3 needs to be configured such that any packet having Source
Address as IP Address of Node 6(Client Source) and Destination Address as IP Address
of Node 8(Client Destination) must be routed to Emulation Server. NetSim configuration
will ensure that the packet is re-injected with destination set to the appropriate IP

Address (set in the application properties)
2.2 Setting up the Client systems (Real Source and
Destination system)

The client systems which are sources of real traffic can be connected to NetSim emulator by
resetting the gateway. NetSim Emulator supports both Windows and Linux clients. Once the
gateway for the client system is set as the NetSim Emulator PC then traffic from the clients
will go via NetSim Emulator PC. The steps involved in configuring the gateway will vary based

on the operating system used.
2.2.1 Configuring Windows clients

The following steps can be used to configure the gateway IP address in systems running

windows operating system.

= Open command prompt in administrative mode as shown Figure 2-5.

Programs (1)

ﬁ cmd.ﬂnu\
-~ Open T

%' Run as administrator

Vs Scanfor Viruses

Y. Move to Quarantine

Figure 2-5: Run Command prompt in administrative mode

© TETCOS LLP. All rights reserved Page 10 of 80
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Then press Enter key. You will get “OK”. For example, if your IP address is 192.168.0.4 and
the subnet mask is 255.255.255.0 then the network address is 192.168.0.0 (Got by performing
a bitwise AND of the IP Address and the subnet mask)

= Type command

route add <Network Address>mask 255.255.255.0 <IP Address where NetSim

Emulation server is running> metric 1

Here the subnet mask is taken as 255.255.255.0). After execution, you will get “OK”.

= Type command

netstat —r

To check if the IP configuration is done or not.

B Administrator: C:\Windows' System32t cmd.exe

Hetmask

B.8.8.8
255.8.8.8
255255255255
255.255 255255
255.255.255.08
255255 255255
248.8.8.8
248.8.8.8
255255255255
255255 255255

Figure 2-6: Route Table

Gateuway

192 .168.08.254
On—1link
On—1link
On—1link
.168_.08_87
On—link
On—1link
On—1link
On—1link

Interface

OERAREEREE

Metric
28

386
306

Note that in the above screenshot, for the network 192.168.0.0, the gateway address assigned is

192.168.0.87(Address of the system where NetSim Emulation Server is running).

Go to the Wired Settings option in the Network Adapter Icon.

© TETCOS LLP. Allrights reserved
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Figure 2-7: Wired Settings option in the Network Adapter Icon

In the IPV4 settings, set static IP Address to the machine and specify the Emulation Server IP

as the Gateway IP.

W Applcations > Paees * o134 D& O~

Figure 2-8: Set static IP Address to the machine and specify the Emulation Server IP as the Gateway
IP

Example: If 192.168.0.141 is the IP of the system where Emulation Server is running. This is

specified as the gateway IP.

© TETCOS LLP. All rights reserved Page 12 of 80
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Figure 2-9: Setting up Gateway to Emulation Server IP:192.168.0.141

Turn off Automatic DNS.

& Applications *  Places *

Figure 2-10: Turn off Automatic DNS

Turn off and on the Network Adapter

A Applications = Places *

‘‘‘‘‘

7 Wtk 114

Figure 2-11: Turn off Network Adapter

© TETCOS LLP. Allrights reserved
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Figure 2-12: Turn ON Network Adapter
Open terminal window
Type command
su
This is to switch to root user.
Enter the root password
Type command
ip route
This is to check the default route

It will now show the default via <Emulation server P>

Figure 2-13: Default route

Type command

© TETCOS LLP. All rights reserved Page 14 of 80
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ip route del <Network Address>

set0140 O % O ~

I oo @ocation Shome /et o

Figure 2-14: ip route del 192.168.0.0/24

Example:

ip route del 192.168.0.0/24
Type command

ip route

This is to check if the IP configuration is done.

A Applications ~  Places ¥ rminal ~ s#0142 D& O ~

BB trccor@hecationt homet et con

Figure 2-15: IP configuration is done

In Ubuntu Environment, if you want to set NetSim Emulator as the gateway, you can use

command line tool in your client systems such as

= ijp command — show / manipulate routing, devices, policy routing and tunnels.

= route command — show / manipulate the IP routing table.

© TETCOS LLP. All rights reserved Page 15 of 80
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Save routing information to a configuration file so that after reboot you get same default

gateway.

Any of the following methods can be used for this purpose:

In this example we have considered the NetSim Emulator IP address as 10.244.1.55

ip command to set a default router to 10.244.1.55

Login as the root and type:

#ip route add default via 10.244.1.55

OR

$ sudo ip route add default via 10.244.1.55

route command to set a default router to 10.244.1.55

Login as the root and type:

# route add default gw 10.244.1.55

OR

$ sudo route add default gw 10.244.1.55

Save routing information to a configuration file /etc/network/interfaces

Open /etc/network/interfaces file

# vi letc/network/interfaces

OR

$ sudo vi /etc/network/interfaces

Find ethO or desired network interface and add following option
gateway 10.244.1.55

Save and close the file. Restart networking:

# letc/init.d/networking restart

OR

$ sudo /etc/init.d/networking restart

After setting static routes through NetSim Emulator, you can use 'traceroute <destination

ip>' command in the client systems to check if the packets are sent via the NetSim emulator.

Open Raspberry PI terminal and apply “sudo su”

= Apply “nano /etc/sysctl.conf” command and edit the file by adding the following

comment

net.ipv4.ip_forward=1

© TETCOS LLP. All rights reserved Page 16 of 80
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= To save and Exit
[Ctrl] + X, then chose yes or no

= Apply “nano /etc/sysctl” command

= Then add the following comments

a. IP_DYNIP="no"
b. IP_TCP_SYNCOOKIES="yes"
c. IP_FORWARD="yes”

»= Follow step 3

Figure 2-16: Print interface ID
= Apply “nano /etc/dhcpcd.conf”

a. change the ”static routers” to NetSim Server IP as shown in the below image

= Apply “route” command

Figure 2-17: Route Print

= Apply “ip r del <network ip>/24"

Figure 2-18: ip r del 192.168.0.0/24

Example: ip r del 192.168.0.0/24

» Apply “ping <any ip within the network>". Example: ping 192.168.0.202

© TETCOS LLP. All rights reserved Page 17 of 80
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Figure 2-19: Pinging to 192.168.0.202

Devices communicating across networks can be connected to NetSim Emulator. This is
achieved by connecting the system running NetSim to the routers which connect to the client

machines taking part in communication.

Connecting devices across network to NetSim emulator involves configurations at the router
and in the NetSim Emulator system. There is no configuration required in the client systems

communicating across the network, unlike the case of emulation within the same network.

= The System running NetSim Emulator will require two or more Network Interface Cards
(NICs) to connect to different networks.

= Static routes should be set to route packets to specific Network Interfaces as they come
in.

= Static routes should be set for routing any external network traffic to the interface that

connects to NetSim emulator.

Consider the network shown in the figure below Figure 2-20.

© TETCOS LLP. All rights reserved Page 18 of 80
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192.168.1.1 D 192.168.3.1
||
SR

MNetSim Emulator PC
1. Interface 2- Router 1(192.168.1.2)
2. Interface 3- Router 2(192.168.3.2)
v

m

ROUTER 1
1. Interface 1-192.168.1.1 ROUTER 2
2. Interface 2 -192.168.2.1 1 Interface 1-192.168.3.1
2. Interface 2—192.168.4.1

192 168.21 192 168.4.1

= el

PC1 PC2
152.168.2.2 152.168.4.2

Figure 2-20: LAB Setup

PC 1 and PC 2 are connected to Router 1 and Router 2 respectively. NetSim Emulation PC

connects to Router 1 in one of its interface and Router 2 in the other.

To send packets exchanged between PC1 and PC2 via NetSim Emulator, following settings

are to be done;:
Router 1

Route is added to send any packet to PC 2(192.168.4.2), to NetSim Emulator interface that is
connected to it. (Interface with IP 192.168.1.2)

Router 2

Route is added to send any packet to PC 1(192.168.2.2), to NetSim Emulator interface that is
connected to it. (Interface with IP 192.168.3.2)

NetSim Emulator

Route is added to send any packet to PC1(192.168.2.2), to its first interface (192.168.1.2)
Route is added to send any packet to PC2(192.168.4.2), to its second interface (192.168.3.2)
After performing the above settings, packets from PC 1 to PC 2 will take the following route:
PC 1 -> NetSim Emulator Interface 1 -> NetSim Emulator Interface 2 -> PC 2

And vice versa for packets from PC 2 to PC 1.

© TETCOS LLP. All rights reserved Page 19 of 80
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2.4 Performing Multicast Emulation

IP multicast is a method of sending Internet Protocol (IP) datagrams to a group of interested
receivers in a single transmission. It is the IP-specific form of multicast and is used for
streaming media and other network applications.

NetSim emulator allows sending real traffic via the virtual network modelled in its environment.
The real packets will experience the effect of the network conditions modelled in NetSim's
virtual network in addition to the real network. This is usually achieved by setting the system
hosting NetSim emulator as the gateway in the systems that are the sources of traffic.
Consider the following network setup where there are two systems running JPERF client and

server applications and one system running NetSim emulator.

L L] L
Jpert Jpart
Sarver Ermulitor Clent

P P LT

Figure 2-21: JPERF client - server and NetSim Emulator connected to Switch

In the above network the gateway/nexthop of System 1 (and system 2 if traffic is bi-directional)
needs to be set as System 3 for packets to reach NetSim Emulator prior to reaching the
destination. NetSim can then take care of sending the real packets over the virtual network
modelled in its design environment.

However, this works only in case of simple application models such as Unicast. In case of
application models such as Multicast NetSim offers different techniques to ensure that the
packets go through the emulated network prior to reaching the destination devices.

NetSim provides a Multicast Emulation Client application specifically to perform multicast
emulation. This application can be found in the install directory of NetSim within as shown

below:

© TETCOS LLP. All rights reserved Page 20 of 80
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v 5 | Pro_v14 0
“ Home Share View
‘J 4 cut X B New item ~ \/J Open - [HHselectan
W Copy path % | Easy access ¥ — Edit Select none
Pin to Quick Copy Paste Move Copy Delete Rename New Properties o )
access [#] Paste shortcut to to - folder - History 0o Invert selection
Clipboard Organize New Open Select
<« v A > ThisPC > Local Disk (C:) > Program Files > NetSim > Pro_v14.0 >
Name Date modified Type Size
»# Quick access
bin File folder
@ OneDrive - Personal Docs File folder
[ This PC Jre File folder
| MutticastEmulationClient File folder
¥ Network src File folder
% uninst.exe Application KB

Figure 2-22: NetSim Installation Directory

Following is an example related to performing multicast emulation in NetSim.
involves 4 real PC's

System Setup:

SYSTEM 1 - NetSim Emulator (1P:192.168.0.34)

SYSTEM 2 - Source (iperf Client) (IP:192.168.0.11)
SYSTEM 3 - Destination 1 (iperf server 1) (IP:192.168.0.36)
SYSTEM 4 - Destination 2 (iperf server 2) (IP: 192.168.0.19)

All 4 systems must be in a single network.
System 1:

1. Install NetSim Standard version including Emulator License

This example

2. Run NetSim in Administrative Mode, open Internetworks create a scenario as shown below

Figure 2-23.

1

SOWRCE: IPERF CLIENT

-

SWITCH

2 4

DESTINATION1 IPERF SERVER DESTINATIONZ IPERF SERVER

Figure 2-23: Network Topology

© TETCOS LLP. Allrights reserved
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3. Create Multicast Emulation with following properties:

= Application Method: Multicast

= Application Type: Emulation

= Device Count: Count of devices which act as multicast server and client. 3 in this case
(excludes the system hosting NetSim emulator, includes the Iperf client and two Iperf
servers)

= Device ID: The ID's of the virtual devices representing the multicast clients and servers.

= Multicast Dest Address: The multicast IP address to which nodes are listening.

= Device Real IP: The IP Address of all the systems involved in Multicast (Excluding the
system running NetSim emulator)

= Destination Real IP: The multicast IP Address

= Source Port: Can be set to 0.

= Destination Port: The port to which the server is listening.

|L§: Configure Application X
Application E E ¥ APPLICATION
Application_Method | MULTICAST - f
Application_Type | EMULATION v
Application ID
Application_Name | Appl1_EMULATION
Device_Count | 3
Device_ID | 1,24
Multicast_Dest_Address | 23912145
Start_Time(s) | 5 |
End_Time(s) | 100000 |
Src_to_Dest | Don't show line v |
Random_Startup | FALSE v |
Session_Protocol NONE
Transport_Protocol | upp - |
QoS | BE v |
Priority Low
EMULATION
Device_Real_IP | 192.168.0.11,192.168.0.36,192.168.0.19
Source_Port | ]
Destination_Real_IP | 224.01.2
Destination_Port | 5001
OK Reset

Figure 2-24: Application Configuration Window

1. Configure all other systems in the Network and the perform simulation.

© TETCOS LLP. All rights reserved Page 22 of 80
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2. Set IGMP status as true under Network Layer of all nodes.

3. Run the simulation.

System 2:

1. Copy Multicast Emulation Client folder from NetSim installation directory to the current

system.

E.g.: C:\Program Files\NetSim Standard\MulticastEmulationClient
2. Run iperf with the following command in Admin Mode:

iperf -c 224.0.1.2 -u -i 1 -t 1000
3. Run multicastEmulationclient in client system in command prompt in admin mode:
Command:

MulticastEmulationClient.exe <Client system Ip> <Emulation server Ip> <Multicast Ip> <port>

Figure 2-25: Iperf- Multicast command for system 2

System 3 and System 4:

1. Copy Multicast Emulation Client folder from NetSim installation directory to the current

system.
E.g.: C:\Program Files\NetSim Standard\MulticastEmulationClient
2. Run jperf with the following command in Administrative Mode:
iperf-s-B224.0.1.2-u-i1
3. Run multicastEmulationclient in client system command prompt in admin mode:
Command:

MulticastEmulationClient.exe <Client system Ip> <Emulation server Ip> <Multicast Ip> <port>
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Figure 2-26: Iperf- Multicast command for system 3 and 4

Now perform Step 5 of System 1 i.e. Run the simulation in System 1. User will be asked to
Enter an option to choose local IP while simulation. Please enter the option that displays the
server-IP given as <multicast ip> for MulticastEmulationClient.exe. In this example its
192.168.0.34.

N C:\Users\Vishal\Documents\MetSim_12.1.13_64_std_default\bin\bin_x64\NetSimCore.exe

Mo such file or d

ure2. txt

. .done.

atio pture in @

capture in 1

simulation. Results will be cula till termination time

ms Event Host name: LAPTOP-QU

4
ms Event

Figure 2-27: Choose Multicast IP during Emulation

On successful completion of Simulation, NetSim provides performance metrics in the

Simulation Results dashboard.
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2.5 Setting up the network for Database PostgreSQL
Emulation

Devices running Database Management Systems such as PostgreSQL can be connected to
NetSim Emulator. This is achieved by connecting the systems running the database server,
the database web client and the system running NetSim Emulator to a switch.

2.5.1System Configuration

Connecting devices involved in database application to NetSim emulator involves
configurations at both the systems that run the database server and the web client.

= Static routes should be set to route all outgoing packets to the system running NetSim

Emulator.

Consider the network shown in the figure below Figure 2-28.

Switch
- -
A
Y Y Y

PgAdmin PgAdmin

Server Emulator Web Client

Py Py L

System 1 System 3 System 2

192 168.0.21 192 168.0.22 192 163.0.154

Figure 2-28: PgAdmin web client and server with NetSim Emulator to switch

System 1, System 2 and System 3 are connected to a L2 switch and are part of the same

network.

To send packets exchanged between System 1 and System 2 via System 3(NetSim Emulator),

following settings are to be done:
System 1

Route is added to send any packet to System 2(192.168.0.154), to NetSim Emulator interface
that is connected to it. (Interface with IP 192.168.0.22)
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Route is added to send any packet to System 1(192.168.0.21), to NetSim Emulator interface
that is connected to it. (Interface with IP 192.168.0.22)

After performing the above settings, packets from PC 1 to PC 2 will take the following route:

System 1(PgAdmin Server) -> System 3(NetSim Emulator)-> System 2(PgAdmin WebClient)

And vice versa for packets from System 2 to System 1.

2.5.2 Steps to Start generating Network Traffic

= Start PgAdmin application in System 1 and create a database with 100000 Records in

it.

= Now open PgAdmin application in System 2 and connect to the database created in

System 1. In the example shown below, we are attempting to retrieve the records from

a large csv file.

Query Editor ~ Query History

1 select = from Public."Event"

Data Output  Explain Messages Notifications

event_id event_type
4 integer character varying (100)

TIMER_EVENT
TIMER_EVENT
TIMER_EVENT
TIMER_EVENT

(%] = [#5] [g=] —

TIMER_EVENT
6 TIMER_EVENT

=~ e o = W =

7 TIMER_EVENT

event_time
integer

[T e R B R = B = B = |

device_type

character varying (50)

NODE
NODE
ROUTER
NODE
NODE
NODE
SWITCH

Figure 2-29: PgAdmin application in System 2

2.5.3 Steps to configure application for NetSim Emulation

device_id
integer

[ I R —

—

= Once the database connection is established, In System 3, create a simple scenario in

internetworks as shown below:
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-
=1

t +”|
il

4

L2

LA

witch_1

Wired_Mode_ 2 Wired_Node_3

Figure 2-30: Network Topology

= Configure an Emulation Application from Wired Node 2 to Wired Node 3 as shown

below:
| App1_EMULATION Properties — X
AN O W

Source ID 2 v

Destination Count 1

Destination ID 3 v

Start Time (s) 0

End Time (s) 100000

Random Startup FALSE v

Session Protocol NONE

Transport Protoco ubpP v

QoS BE v

Priority Low

4 Emulation
Source Real IP 192.168.038 | #
Source Port 0
Destination Real IP 192.168.0.154 £
Destination Port 0

Figure 2-31: Application properties window for Application 1
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= Configure an Emulation Application from Wired Node 3 to Wired Node 2 as shown
below:

A\
hi

2 [N
AN DO =

Source ID 2 -

Destination Count 1

Destination ID 3 -

Start Time (s) 0

End Time (s) 100000

Random Startup FALSE v

Session Protocol NONE

Transport Protoco uDP v

QoS BE v

Priority Low

4 Emulation
Source Real IP 192.168.0.154 &£
Source Port 0
Destination Real IP 192.168.0.38 £
Destination Port 0

Figure 2-32: Application properties window for Application 2

The above settings will ensure that packets from System 1 to System 2 and vice versa will be

sent via NetSim Emulator.
2.5.4 Results and Analysis

= Start Simulation in NetSim
= Perform any query on the database while NetSim simulation is running.
= Analyse the impact of flow of the packets through the network designed in NetSim based

on the time taken for the query response.
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= The pcap log files such as All Network Packets Capture, Dispatched to Emulator,
Reinjected from Emulator, Not Dispatched to Emulator that are accessible from the
NetSim results dashboard after the simulation is over, can be used for further analysis.

2.6 Setting up the network for GeoServer Application

Emulation

Devices running Database Management Systems such as PostgreSQL can be connected to
NetSim Emulator. This is achieved by connecting the systems running the database server,
the database web client and the system running NetSim Emulator to a switch.

2.6.1 System Configuration

Connecting devices involved in database application to NetSim emulator involves

configurations at both the systems that run the database server and the web client.

= Static routes should be set to route all outgoing packets to the system running NetSim

Emulator.

Consider the network shown in the figure below Figure 2-33.

Switch

- L -

A

M =N =

System 1 System 3 System 2
192.168.0.21 192.168.0.22 192 163.0.154

Figure 2-33: Geo web client and server applications nd server with NetSim Emulator to switch
System 1, System 2 and System 3 are connected to a L2 switch and are part of the same

network.

To send packets exchanged between System 1 and System 2 via System 3(NetSim Emulator),

following settings are to be done:

System 1

© TETCOS LLP. All rights reserved Page 29 of 80



Ver 14.0

Route is added to send any packet to System 2(192.168.0.154), to NetSim Emulator interface
that is connected to it. (Interface with IP 192.168.0.22)

System 2

Route is added to send any packet to System 1(192.168.0.21), to NetSim Emulator interface
that is connected to it. (Interface with IP 192.168.0.22)

After performing the above settings, packets from PC 1 to PC 2 will take the following route:
System 1(Geo Server) -> System 3(NetSim Emulator)-> System 2(Geo WebClient)

And vice versa for packets from System 2 to System 1.

2.6.2 Steps to Start generating Network Traffic

= Start GeoServer application in System 1
= Now access GeoServer via web browser in System 2 by specifying IP address:
GeoServerPort//Geoserver/browser. EQ:192.168.0.21:2020/Geoserver/browser

« > C |® Notsecure\ 192.168.0.21:2020/geoserver/web/ |

| usemame password Izemember me ;J Login

Welcome
Welcome
Data This GeoServer belongs to The Andient Geographers. Service Capabilities

Layer Preview wes
This GeoServer instance is running version 2.13.4. For more information please contact the Loa
0.0

Demos administrator.

» GeoServer

About & Status
@ About GeoServer

1.1.0
111
11

2.0.1

Figure 2-34: GeoServer application in System 2
2.6.3 Steps to configure application for NetSim Emulation

= Once the database connection is established, In System 3, create a simple scenario in

internetworks as shown below Figure 2-35.

L2_Switch_1

Wired_Node_2 Wired_Node_ 3

Figure 2-35: Network Topology
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= Configure an Emulation Application from Wired Node 2 to Wired Node 3 as shown
below:

¥ App1_EMULATION Properties — X

AN O =%

Source ID 2 -

Destination Count 1

Destination ID 3 v

Start Time (s) 0

End Time (s) 100000

Random Startup FALSE v

Session Protocol NONE

Transport Protoco uDP v

QoS BE v

Priority Low

4 Emulation
Source Real IP 192.168.0.38 &
Source Port 0
Destination Real IP 192.168.0.154 r 4
Destination Port 0

Figure 2-36: Application properties window for Application 1

= Configure an Emulation Application from Wired Node 3 to Wired Node 2 as shown

below:
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N

Source ID 2 -

Destination Count 1

Destination ID 3 »:

Start Time (s) 0

End Time (s) 100000

Random Startup FALSE v

Session Protocol NONE

Transport Protoco uDP v

QoS BE v

Priority Low

4 Emulation
Source Real IP 192.168.0.154 | #
Source Port 0
Destination Real IP 192.168.0.38 &
Destination Port 0

Figure 2-37: Application properties window for Application 2

The above settings will ensure that packets from System 1 to System 2 and vice versa will be
sent via NetSim Emulator.

2.6.4 Results and Analysis

= Start Simulation in NetSim

= Try to access specific regions of the map by zooming in and other operations to generate
live network traffic.

= Analyse the impact of flow of the packets through the network designed in NetSim based
on the time taken for the map to load.

= The pcap log files such as All Network Packets Capture, Dispatched to Emulator,
Reinjected from Emulator, Not Dispatched to Emulator that are accessible from the

NetSim results dashboard after the simulation is over, can be used for further analysis.
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2.7 Setting multiple Virtual Machines (VM) to act as Nodes

for Emulation

2.7.1 VMs sharing the same network as the host

A computer on which one or more virtual machines are running is defined as a Host Machine.
Each virtual machine is called a Guest Machine. In this scenario, we have 3 VMs running in a
Host Machine — VM1, VM2 and VM3. Users can run NetSim License server in any system
connected to the network in which Host Machine is running.

VM3 - VMware Work
File Edit View VM Tabs Hep | Il v | @ | © O O |0 = 2 Oy
Library X

{5 Home 51vm1 (51 vm2 Fivmsz

Q, Type here to search v

Figure 2-38: Multiple Virtual Machines (VM)

Now right click on each VM and select Settings. Click on Network Adapter, and select
“Bridged: Connected directly to the physical network”. Also enable the “Replicate

Physical network connection state”.

Virtual Machine Settings -
Hardware | Options
Device Summary Device status
% Memory 1G8 [V Connected
[ Processors 1 [V] connect at power on

miHard Disk (SCSI)  40GB

B network Adapter _Bridged (Automatc) | ® Bried: Connected directly to the physical network I

USB Controller Present -
) i P |[g] Repécate physical network connection state I
() Printer Present (O NAT: Used to share the host's IP address
BDisplay Auto detect (O Host-only: A private network shared with the host

O Custom: Spedific virtual network

(O LAN segment:

[LaN Segments... | [Advanced...

Figure 2-39: Multiple Virtual Machines setting window

An advantage of this technique is that, if the license server is running in another system,
connected to the same network as the original host, then NetSim running in the VM can obtain
the licenses.
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2.8 VMs sharing a network but insulated from the host
network

A computer on which one or more virtual machines are running is defined as a Host Machine.
Each virtual machine is called a Guest Machine. In this scenario, we have 3 VMs running in a
Host Machine — VM1, VM2 and VM3. NetSim License server is running in one of these 3 VMs.

VM3 - VMware Work
File Edit View VM Tabs Hep | Il v | ¢ | (O O & [ o o R e
Lib = - =
e % || G Home 51vm1 (51 vm2 5 vms

Figure 2-40: NetSim License server is running in one VM

If user needs to create an internal network which is segregated from host network, follow the
steps

1. Right click on each VM and select Settings.

2. Click on Network Adapter, and select “Custom: Specific Virtual network”

3. Select “VMnet8 (NAT)”

Virtual Machine Settings -
Hardware | Options
Devi Summary Device status
I Memory 1GE Connected
[ Processars 1 Connect at power on
{d Hard Disk (SCSI) 40 GB
“4/CD/DVD (SATA) Auto detect MNetwork connection
Network Adapter  Custom (VMnets) () Bridged: Connected directly to the physical netwark
USE Controller Present . i .
@] Sound Card Auto detect Replicate physical network connection state
i=hPrinter Present () NAT: Used to share the host's IP address
Hpisplay Auto detect () Host-only: A private network shared with the host
® Custom: Specific virtual network
VMnets (NAT) v
(7 VMnetd (Auto-bridging)
~ |VMnet1 iost-onli
VMnets (NAT)
|LAN Segments... | ‘ Advanced... |

Figure 2-41: Select Specific Virtual network to VMnet8 (NAT)

By default, a network address is assigned to this segregated network by VMware. To configure

this IP address, go to EDIT - Virtual Network Editor
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File | Edit | View VM Tabs Help | JI + | & |

R»rar Cut Ctrl+

Q, Copy Ctrl+C

VM1

Paste Ctrl+V

@  virtual Network Editor...

Preferences... Ctrl+P

(551 VM3

Figure 2-42: Select option to Virtual Network Editor in VM

Q Virtual Network Editor
MName Type External Connection Host Connection  DHCP Subnet Address
YMnetd Bridged Auto-bridging - - -
VMnet1 Host-only - Connected Enabled 192.168.106.0
VYMnetd MAT MAT Connected Enabled 192,168.35.0
Add Metwork. .. | |F‘.emg\te Metwork
VMnet Information

() Bridged (connect YMs directly to the external netwaork)

Bridged to: | Automatic Automatic Settings...
(®) NAT (shared host's IP address with VMs) NAT Settings.

() Host-only (connect YMs internally in a private network)

Connect a host virtual adapter to this network
Host virtual adapter name: VMware Network Adapter YMnets

Use local DHCP service to distribute IP address to WMs DHCP Settings...

SubnetIP: | 192,168, 35 . 0 Subnet mask: | 255,255,255, 0
Restore Defaults | Ok | | Cancel | Apply

Figure 2-43: Modify the Subnet IP and Subnet Mask in Virtual Network Editor
User can modify the Subnet IP and Subnet Mask to suit their own preference.

The disadvantage of this technique is that, if the license server must compulsorily run in the

VM for NetSim to obtain the licenses.

2.9 NetSim Emulator interfacing with Kubernetes Clients

Objective: Kubernetes Client running on the docker generates application traffic destined for
Kubernetes Client. This traffic is sent through NetSim Emulator in which an equivalent virtual
network is created. Thereby test the performance of your real application when transported

over the virtual network.
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Installation

For installation and running Kubernetes and Docker on Windows please refer

https://support.tetcos.com/support/solutions/articles/14000124321 -how-to-run-netsim-on-
windows-container-

https://www.youtube.com/watch?v=cqYOpw5XLtk

2.9.1 Traffic flow diagram

mndows/unux Environment \ ﬂVindows / Linux Environmenm

kubernetes kubernetes

Running Client Application (((l))) Running Server Application
——

| \
& & & & & &
docker docker docker

docker docker docker

K CLIENT

SERVER

NetSim Emulation Server
Virtual Network in NetSim through which real traffic flows
-and experiences network effects like loss, delay, error ... etc.

Figure 2-44: Traffic flow diagram
2.9.2 Lab Setup
e 3 Systems

o Kubernetes Clients

= Pods IP Address: 10.10.10.1
= Host IP Address: 192.168.0.100

o Kubernetes Server

= Pods IP Address: 10.10.10.2
= Host IP Address: 192.168.0.102

o NetSim Emulation server (IP Address: 192.168.0.101)

o Kubernetes Client/server applications running on respective system. They be any
application. In this example, we run the jperf application on client and server.

e Static routing in the lab setup.
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o CLIENT POD:

= Run CLI docker in administrator mode and add a route to Server Pod. This must be in
such way that the traffic generated from the Client Pod must flow through the Emulation
server.

= Command Windows: route add 10.10.10.2 MASK 255.255.255.255 192.168.0.101
METRIC 1

o SERVER POD:

= Run CLI docker in administrator mode and add a route to Client Pod. This must be in
such way that the traffic generated from the Server Pod must flow through the
Emulation server.

= Command Windows: route add 10.10.10.1 MASK 255.255.255.255 192.168.0.101
METRIC 1

e Once the Client Pod and Server Pod connection is established, In NetSim Emulation

server, create a simple scenario in internetworks as shown below Figure 2-45.

Wired_Mode_1 Wired_Mode 2

Figure 2-45: An example network topology with 2 nodes mapped to a Kubernetes client and a server.
Note that the virtual network topology can have any number (typically < 500) of nodes. And can be

mapped to any number of external devices.

e Configure an Emulation Application from Wired Node 1 to Wired Node 2 as shown

below:
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Y Appl_EMULATION Properties - *

AN O =

Source 1D 2 v
Destination Count 1
Destination I 3 v
Start Time () o

End Tirne (s) 100000
Random Startup FALSE v
Session Protocol MOME
Transpert Protoco upp -
Qos BE -
Pririty Law

4 Emulation

Source Real IP 182.168.0.38 P
Source Port 0

Destination Real IP 192.168.0.154 £
Destination Port 0

Figure 2-46: Application properties window for Application 1

The above settings will ensure that packets from System 1 to System 2 and vice versa will be

sent via NetSim Emulator.

2.9.4 Results and Analysis

= Start Simulation in NetSim

= Analyze the impact of the flow of the packets through the virtual network designed in
NetSim

= The pcap log files such as All Network Packets Capture, Dispatched to Emulator,
Reinjected from Emulator, Not Dispatched to Emulator that are accessible from the

NetSim results dashboard after the simulation is over, can be used for further analysis.
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3 Model Features

3.1 Working of an Emulation Application in NetSim

NOTE: The following explanation is provided assuming that you have performed all necessary
configuration required to divert network traffic via the system running NetSim Emulator. (This is explained
in section 9 of the User Manual.

The following parameters are specific to Emulation Application in NetSim:
Source_Real IP

Source_Port

Destination_Real_IP

Destination_Port

Unlike Simulation, if users want to connect real devices running live applications to the
simulator, then Emulation component is required. The Emulation Application in the traffic

generator allows users to pump in real traffic into the Simulator.

The real application is mapped using the source and destination IP addresses that we set in

the Emulation Application.
Various combination of Emulation Parameters are as follows:
Device Specific Emulation:
Example 1:
SOURCE_REAL_IP =192.168.0.151
SOURCE_PORT =0
DESTINATION_REAL_IP =192.168.0.202
DESTINATION_PORT =0

Dispatches all packets with the source real IP 192.168.0.151 and destination real IP as
192.168.0.202, into the Simulator.

Example 2:
SOURCE_REAL _IP =192.168.0.151

SOURCE_PORT =0

DESTINATION_REAL_IP =0.0.0.0
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DESTINATION_PORT =0

Dispatches all packets from source real IP 192.168.0.151 regardless of whatever is the

destination real IP, into the Simulator.

Example 3:
SOURCE_REAL_IP =0.0.0.0
SOURCE_PORT =0
DESTINATION_REAL_IP =192.168.0.202
DESTINATION_PORT =0

Dispatches all packets to destination real IP 192.168.0.202 regardless of whatever is the

source real IP, into the Simulator.
Example 4:
SOURCE_REAL_IP =0.0.0.0
SOURCE_PORT =0
DESTINATION_REAL_IP =0.0.0.0
DESTINATION_PORT =0

Dispatches all packets that are reaching the Emulator Device regardless of whatever is the

source or destination, into the Simulator.

Application Specific Emulation

Example 1:
SOURCE_REAL_IP =192.168.0.151
SOURCE_PORT = 5004
DESTINATION_REAL_IP =192.168.0.202
DESTINATION_PORT = 6245

Dispatches all packets with the source real IP 192.168.0.151, source Port No 5004, destination
real IP as 192.168.0.202 and destination Port No 6245 into the Simulator.

Emulation Specific Metrics

On running an Emulation Application Users can optionally obtain the following log files which

are Wireshark compatible .pcap files:
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[H simulation Resuits - X
\w_rorwaraing_iaoie B
UDP Metrics
Switch Mac address table Application_Metrics [] Detailed View | TCP_Metrics [] Detailed View
Aapplication_Metrics Application Id  Throughput Plot Application Name  Packetgenerated  Packet received  Throughput (Mb | Source Destination ~ Segment Sent  Segment Received  Ack Sent  Ack Received  Duplicate ack received
/ Packet Capture 1 Application Throughput plot  App1 EMULATION 95 94 0000451 WIRED.NODE2  ANY_DEVICE 0 0 0 0 o
- Emulation 'WIRED_NODE_3  ANY_DEVICE 0 0 0 0 )
ALL_NETWORK_PACKETS
DISPATCHED_TO_EMULAT,
NOT_DISPATCHED_TO_EM
REINJECTED_FROM_EMUL,
S
v Plots
> Link_Throughput
> Application_Throughput
< >« >
Link_Metrics. [] Detailed View | Queue Metrics [ Detailed View
Export Results (.xls/.csv) Packet_transmitt.. Packeterrored  Packet_collided Device_id  Port_id Queved_pa.. Dequeued_.. Dropped_p.
Linkid  Link_throughput plot
Print Results (_html) Data Control Data Control Data Control
Al NA 190 0 1 0 0 o
Open Packet Trace 1 Link throughput 5 o 0 0 0 ]
H Link throughput %5 0 1 0 0 0

No content in table

Restore To Original View

Figure 3-1: Different Emulation Specific Metrics in Result window
All_Network_Packets - Log of all packets flowing via the system running NetSim Emulator.

Dispatched_To_Emulator - Log of packets for which were sent to NetSim based on

Emulation Application is configured in NetSim.

Reinjected_From_Emulator - Log of packets that successfully reached the virtual destination

node in NetSim Simulator and was re-injected into the network.

Not_Dispatched_To_Emulator - Log of packets flowing via the system running NetSim
emulator but not dispatched to emulator (All_Network Packets  minus

Disptached_To_Emulator)
3.1.1 Delay measurement when pinging through NetSim Emulator

Pinging through NetSim emulator takes only one direction delay, if you have set only one
application with Ping Source IP and ping Destination IP. This is because PING is a two way
application and constitutes PING_REQUEST and PING_REPLY. For ping to take round trip
delay users must configure two Emulation Applications, one for forward PING_REQUEST and
other for the reverse PING_REPLY.

For example: If you are running a ping from the IP 192.168.0.151 to an IP 192.168.0.202 the

time take will normally be around 1ms.
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&8 C\Windows\system32\cmd.exe - ping 192.168.0.202 -t

C:\Users \KANAK>ping 192.168.8.282 -t

Pinging 192_.168_0.2082 with 32 bytes of data:
from 192.168.8.282: h 32 time<ims TTL=64
from - H time{lms TTL=64
from - .a. H time{ilms TTL=64
from - o H time{ims TTL=64
from - .a. H time{ims TTL=64
from - .a. H time{ims TTL=64
from - .a. H time<ims TTL=64
from - .a. H time<ims TTL=64
from - .282: time<{ims TTL=64
from - H time{ims TTL=64
from - H time{ims TTL=64
from - H time{ims TTL=64
from - H time{lms TTL=64
from - 62 : time{lms TTL=64
from - N H time<{ims TTL=64

Figure 3-2: Pinging from one device to other device and total time taken by 1ms

Now we create a network scenario in NetSim similar to the screenshot shown below Figure
3-3.

outer 3

“Appl_EMULATION

Wired Mode 1 Wired Mode 2

Figure 3-3: Network Topology with Emulation Application

We reset the propagation delay in both the wired links to 5 ps.
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i’ Link_1 Properties = O X

S AN O =5 e

4 Link
Link Type POINT_TO_POINT
Link Medium WIRED
Link Mode FULL_DUPLEX
Max Uplink Speed {(Mbps) 100
Max Downlink Speed (Mbps) 100

4 Medium Property

Uplink BER 0.0000001
Downlink BER 0.0000001
Uplink Propagation Delay {ps) 5

Downlink Propagation Delay (us) 5

4 Graphics

Figure 3-4: Wired Link properties window

We configure an Emulation application between the wired nodes with the source and

destination real IP specified, as shown below:
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RN ,!n \;;‘ (:) J{:
Source ID 2 v
Destination Count 1
Destination ID 3 v
Start Time (s) 0
End Time (s) 100000
Random Startup FALSE v
Session Protocol NONE
Transport Protoco uDP h 4
QoS BE v
Priority Low
4 Emulation

Source Port

Destination Real IP

Source Real IP

Destination Port

192.168.0.38

182.168.0.154

Figure 3-5: Application properties window for Application 1
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On running the simulation, you will observe the variation in the time taken to get the ping reply

in the source system, as shown below:

=

B C:\Windowshsystem32\cmd.exe - ping 192.168.0.202 -t

122.168.8.202: hytes=32
192.168.8.282: bhytes=32
192.168.8.202: hytes=32
192.168.0.282: hytes=32
192.168.0.282: hytes=32
192.168.0.202: hytes=32
192.168.0.282: hytes=32
192.168.0.282: hytes=32
122.168.8.282: bhytes=32
192.168.08.28 hytes=32
192.168.09.28
192.168.0.208

192 .168.0.

192 168.9.2082:
192.168.8.282:
192.168.8.202:

hytes=32
192 .168.0.282: hytes=32

time{lms

time{ims

time{lms

time{ims

time=1835
time=11ms
time=11ms
time=11ms
time=11ims
time=11ms
time=11ms
time=11ms
time=11ms
time=11ms
time=11ms
time=11ms
time=11ims
time=11ms
time=11ms
time=11ms
time=11ms
time=11ms
time=11ms
time=11ms

TTL=64
TTL=64
ITL=64
TTL=64
ms TTL=64
TTL=64
TTL=64
TTL=64
TTL=64
TTL=64
TTL=64
TTL=64
TTL=64
TTL=64
TTL=64
TTL=64
TTL=64
TTL=64
TTL=64
TTL=64
TTL=64
TTL=64
TTL=64
TTL=64
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Figure 3-6: Pinging from one device to other device and total time taken by 11ms and including 10us
additional delay for both the links

Ping packets has experienced an additional delay of 10ps which is a sum of the delay in both
the links.

The additional delay experienced by ping packets is not 20us because, the application that
we have configured applies to only the Ping Request Packets which has the Source IP as
192.168.0.151 and Destination IP as 192.168.0.202.

The Ping Reply Packets has the Source IP as 192.168.0.202 and Destination IP as
192.168.0.151, for which we have not configured any application.

For the ping to take the round trip delay, we will have to configure one more application for the

reverse traffic. On adding an application for the reverse traffic as shown below:

Source ID 2 »

Destination Count 1

Destination ID 3 -

Start Time (s) 0

End Time (s) 100000

Random Startup FALSE v

Session Protocol NONE

Transport Protoco UDP v

QoS BE v

Priority Low

4 Emulation
Source Rea! IP 192.168.0.154 &£
Source Port 0
Destination Real IP 192.168.0.38 £
Destination Port 0

Figure 3-7: Application properties window for Second application
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We will now be able to see round trip delay being experienced by the PING application, as

shown below:

@H C:\Windows\system32\cmd.exe - ping 192.168.0.202 -t [ |[ESa]

time<ims TTL=h4 -
time=1922ms TTL=64
time=22ms TTL=64
time=22ms TTL=64
time=21ms TTL=64
time=21ims TTL=64
time=22ms TTL=6b4
time=21ims TTL=64
time=21ims TTL=64
time=21ims TTL=64
time=22ms TTL=64
time=21ms TTL=64
time=21ms TTL=64
time=2ims TTL=64
time=21ims TTL=64
time=21ims TTL=64
time=21ims TTL=64
time=21ims TTL=64
time=21ms TTL=64
time=21ms TTL=64
time=2ims TTL=64
time=21ims TTL=64
H s time=21ims TTL=64
: hytes=32 time=21ms TTL=64

4 [m

Figure 3-8: Total round-trip time taken by 20ms

Ping experiences an additional overall delay of 20ms, which is the sum of the delays

experienced by Ping Request and Ping Reply (10ms + 10ms).

Jitter is defined as a variation in the delay of received packets. Let us suppose at the sending
side, packets are sent in a continuous stream with the packets spaced evenly apart. Due to
network congestion, improper queuing, or configuration errors, this steady stream can become
lumpy, or the delay between each packet can vary instead of remaining constant. This
variation in delay is ‘jitter'. While there are many ways of measuring this variation, in NetSim
litter’ is measured as the statistical variance of delay. Variance is defined as the square of

deviation from the mean.

Background traffic can be used to test the performance of applications when link bandwidth is

consumed by other traffic. It can also be used to induce jitter for testing real-time applications.

The Background traffic in NetSim can be modelled as a Poisson process in which bursts of
data of a fixed size are transmitted at an average rate such that the link will be occupied at the
specified link utilization rate. Because it is a random process, over short periods the actual
background traffic link utilization rate may vary from the configured value. The rate of arrival
of background traffic frames affects the jitter. Larger number of background packets induce
greater jitter in competing traffic. In NetSim, the way to increase the number of background
packets arriving is to reduce the inter-arrival time of that application, as explained in the link

https://tetcos.freshdesk.com/support/solutions/articles/14000067807 -how-do-i-introduce-

jitter-in-netsim-simulations-emulations-
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4 Featured Examples

4.1 Example 1: PING (One way Communication)

Switch

- -

A

A A \
= |
P Py Py
System 1 System 3 System 2
Figure 4-1: One way Communication
Steps at Emulation Server

1. Run NetSim in Administrative Mode and create a basic network Scenario in any stack
based protocol (Any network except Legacy Networks, Wireless Sensor Network, and
Cellular Network) in NetSim. Screenshot of a sample scenario in Internetworks is shown

below Figure 4-2.

L2_Switch_1

Wired_Mode_2 Wired_Mode_3

Figure 4-2: Network Topology

= Go to Properties of Link1 and Link2 and set Uplink and Downlink Delay to 5000us. Click
on the Application icon present on the ribbon and set properties.

= |n the Application Type select Emulation.

= Select Source and Destination ID according to the network scenario and change the

Source and Destination IP address according to the IP address of the real system.
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.
%
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Source ID

Destination Count

Destinaticn ID

w

Start Time (s)

End Time (s)

Random Startup

Session Protocol

Transport Protoco

QoS

Priority

4 Emulation

100000

FALSE

4

NONE

uppP

BE

Low

Source Port

Source Real IP

Destination Real IP

Destination Port

192.168.0.151

192.168.0.101

Figure 4-3: Application properties window
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2. Provide the Simulation Time as how long you want the Emulation to be performed. Make

sure client system(s) are ready and then click Run Simulation.

= Before running simulation, start pinging the Destination from Source using command “ping

<Destination_IP> —t” and note down the time duration.

from
from
from
from
from
from
from
from
from
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192.16
192.168.
192.168.
192.168.
192.168.
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192.168.
192.168.
192.168.

S0 S

.133
.133:
.133:
.133:
.133:
.133:
.133:
.133:
133=

ytes=
bhytes=32
bytes=32
bhytes=32
bhytes=32
bytes=32
bhytes=32
bytes=32
bhytes=32
hytes=32

time{ins
time{ins
time{ins
time{lins
time{ins
time{ins
time<{ins
time{ims
time{ins

TTL=127
TTL=127
TTL=127
TTL=127
TTL=127
TTL=127
TTL=127
TTL=127
TTL=127
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Figure 4-4: Before running simulation, total time taking by 1ms

= Follow steps as provided before in “Emulation Set-up: Setting up the NetSim Client”.

= Perform the steps at Emulation Server as provided and simulate. During simulation, ping
the destination system. You will notice that the present time duration is higher than the
earlier ping results. This is because the network created in NetSim has link propagation
delay. Also, Wireshark (if installed) will automatically start capturing the packets as soon

as Emulation Server starts simulation.

From 1

from 1 8. yt 3 £ L 7
from 192.168. 0 =32 t 127
from 192.168. E g TIL=127

from 192.168. hyt 2 time=11ims TTL=12%
from 192.168.08. hyt 2 time=11ims TTL=127
from 192.168.8. =32 time=1ims TTL=127
from 192.168.0. hytes=32 time=11ims TTL=127%
from 192.168.8.133: bytes=32 time=1ims TTL=127

Figure 4-5: After running simulation, total time taking by 11ms

(NOTE: In case if no ping messages can be sent from source to destination, disable windows firewall and

try again.)

» The impact of the link propagation delay in NetSim Emulator is seen on a real packet.

Switch

\J Y

Ping Fing
= Emulator e

System 1 System 3 System 2

Figure 4-6: Two-way Communication

In PING (Two-way communication), almost all the steps are same as PING (One way
communication), except that in NetSim Emulation server there will be two applications instead
of one. One Application will be directed from Source to Destination node, while the other

application will be directed from Destination to Source node.

The difference caused in the network behaviour is that in the first case (PING -One way
communication), the PING reply packets were not routed via NetSim Emulator. But in the
second case (PING -Two-way communication), the PING reply to packets will be routed via

NetSim Emulator, thereby the total delay will be approximately 21milliseconds.
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4.3 Example 2: Video (One way Communication)

Y v A
VLC VLG
Sener
] = =
TR AR oozt
System 1 System 3 System 2

Figure 4-7: Video One-way Communication
Steps at NetSim Emulation Server

1. Run NetSim in Administrative Mode and create a basic network Scenario in any stack-
based protocol (Any network except Legacy Networks, Wireless Sensor Network, and
Cellular Network) in NetSim. Screenshot of a sample scenario in Internetworks is shown

below Figure 4-8.

L2_Switch_1

Wired_Node_2 ‘Wired_Node_3

Figure 4-8: Network Topology

= Click on the Application icon present on the ribbon and set properties.

= |n the Application Type select Emulation.

= Select Source and Destination ID according to the network scenario and change the
Source and Destination IP address according to the IP Address of the real system and

click OK.
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Y App1_EMULATION Properties — X

Source ID 2 v

Destination Count 1

Destination ID 3 v

Start Time (s) 0

End Time (s) 100000

Random Startup FALSE v

Session Protocol NONE

Transport Protoco upp v

QoS BE v

Priority Low

4 Emulation
Source Real IP 192.168.038 | #
Source Port 0
Destination Real IP 192.168.0.154 Va
Destination Port 0

Figure 4-9: Application properties window

2. Provide the Simulation Time as how long you want the Emulation to be performed. Make

sure client system(s) are ready and then click Run Simulation.

During Simulation you will notice a change in the quality of the video being played in the
destination PC. This is because the network created in NetSim has errors / delays etc in the
links. The impact of this loss / jitter / delay etc in NetSim Emulator is seen on a real video

stream.
Steps at Source PC

1. Follow steps as provided before in “Running Emulation via GUI - Setting up the NetSim
Client”. Then open VLC Media player - Click Media menu - Select Stream Option.

2. Click add button then select the video which you want to play.
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£ Open Media (-2 |(ms)

P Fie | @)Disc | % Network | EBf Capture Device

File Selection
You can select local files with the following list and buttons.
C:\Users\P.Sathishkumar\Desktop\MANET_Final_Video.wmv [ Add... ]
[ Use a subtitle file
Browse...
[ Show more options
[ —]
[ Stream _v] ” Cancel }

Figure 4-10: Select a video using Add option in VLC media

3. Click on Stream Option. Then click next button.
4. Enable the display locally checkbox. Then select the RTP / MPEG Transport Stream from

the drop-down list as shown in the below screen shot

2 Stream Output (0 e
Destination Setup
Select destinations to stream to

¢

Add destinations following the streaming methods you need. Be sure to check with transcoding that the format is compatible with the
method used.

:
§
&

Figure 4-11: Select the RTP / MPEG Transport Stream from the drop-down list in VLC media

5. Click on Add Button. Then enter the Destination IP address in the Address field and enter
a stream name (user defined) and click next button.
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| Stream Output B ==

Destination Setup
Select destinations to stream to

“ rems@ |

This module outputs the transcoded stream to a network via RTR.

[ address 192.168.0.86 ||

Base port 5004 |5

I Stream name  NetSim I

[ <sack ][ next> ][ cance |

Figure 4-12: Enter the Destination IP address in the Address field and enter a stream name (user
defined)

6. SelectVideo —-MPEG-2 + MPGA (TS) option from the drop-down list as shown in the below

screen shot. Then click next button.

& Stream Output X
Transcoding Options
Select and choose transcoding options
V| Activate Transcoding
Profie [Vdeo -H.264 + 403 (P4) =l 55 (%) @)
Video - H.264 + MP3 (MP4) -

Video - VP80 + Vorbis (Webm)

| video - H.264 + M3 (TS) 2

Video - Dirac +MP3 (TS)

Video - a + Vorbis (OGG)
gdeo Ora Elac (O

Video -

Video - WMV + WMA (ASF)
Video - DIV3 4 MP3 (ASF)
| Audio - Vorbis (0GG) -

[<Badt][Next>][Cmch

Figure 4-13: Select Video —~MPEG-2 + MPGA (TS) option from the drop-down list

7. Perform all the steps at Emulation Server and then click on Stream button. Also, Wireshark
(if installed) will automatically start capturing the packets as soon as Emulation Server

starts simulation.
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£ Stream Output @

Option Setup
Set up any additional options for streaming

Miscellaneous Options
[7] stream all elementary streams
Generated stream output string

:sout=#transcode{vcodec=DIV3,vb=800,acodec=mp3,ab=125,channels =2,samplerate =44 100} :duplicate {dst=udp{dst=192.168.0
.86:1234} dst=display} :sout-keep

[ < Back ][ Stream ][ Cancel ]

Figure 4-14: Perform all the steps at Emulation Server and then click on Stream button
Steps at Destination PC

1. Follow steps as provided before in “Running Emulation via GUI-Setting up the NetSim
Client”. After performing all the steps at Source PC and NetSim Emulation Server, open
VLC Media Player-> Click on Toggle Playlist icon as shown in the below screenshot Figure
4-15.

5 VLC media player (=N ="
Media Playback Audio Video Subtitle Tooks View Help

Playhst 1=

(=) Playlist = | Title Dusation Album

& Media Library
My Computer
B My videos
1 My Music
0 My Pictures
Devices
&) Discs
Local Hetwork
&8 Universal Plug nPlay
8 Network streams (SAP)

Intermet
1 Podeasts
i Free Music Charts r A
Icecast Radio Directory 1 1
| lamendo Selections 1 1
= = 1 1
Playlist is currently empty.
‘ Drop a file here or select s media source from the left.
B | [vee] W] |E5 1 .\.N. e

Figure 4-15: Select Toggle Playlist icon
Toggle button is circled in red at the bottom of the screen shot

2. Double click on Network Stream (SAP) under local network. Then right click and play on

the stream name that appears on the screen.
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P wEw SM oEex il
Figure 4-16: Double click on Network Stream (SAP) under local network

1. In the streamed video, you will nhotice a change in the quality of the video being played in
the destination PC. Also, Wireshark (if installed) will automatically start capturing the

packets as soon as Emulation Server starts simulation.

Video Scbttle Tooks View Hep

0000 0000

ol BN X [

Figure 4-17: Change in the quality of the video being played in the destination PC
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4.4 Example 3: File Transfer using FileZilla (One-way)

Switch

- -

A

System 1

System 3 System 2

Figure 4-18: File Transfer using FileZilla (One-way communication)
Steps at Destination PC

1. Follow steps as provided before in “Emulation Set-up: Setting up the NetSim Client”.
Run Filezilla Server software. Create a group by going to Edit > Groups > Select

“General” under Page: - Click Add in Groups > Give Any Name (Ex: Admin) and click
ok.

E FileZilla Server (127.0.0.1)

File Server Edit 7

‘% % | E Settings

-
FileZilla Server ( Users
Copyright 2001-] e @filezila-project org)
https:/filezilap Groups
Connecting to server-Tzruour ey
Connected, waiting for authentication

Logged on

"fou appear to be behind a NAT router. Flease corfigure the passive mode settings and forward & ranae of ports in your router.
Waming: FTF over TLS is not enabled, users cannot securely log in.

Figure 4-19: Give Any Name to group in edit option in FileZilla server

2. Goto Edit > User - General - Click Add in User - Give Any Name (Ex: Userl) and

Select Group what you given in Group Setting (In this case, we provide “Admin”) and click
ok.
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- O >
File Server FEdit ?

& @ |8 G EE P || @ -

P
Page: Account settings Users
- General Enable account
- Shared folders TS
i Speed Limits
L IP Filter Group memhershin:
Add user account =

Bypaq Flease enterthe name of the user accourt that should
be added
Mandmurm

| Userl |

P ——— e

[<none>! ~]

<none:
Descripti _

Figure 4-20: Add name to Users field in FileZilla server

Connect

Force L
Rename 1 Copy

Progress S

3. In Account Setting, select Enable account and set password and click ok.

Users x
Page: Account settings Users
- General Enable account

Shared folders Password: ssnee
- Speed Limits
i IP Filter Group membership: | Admin ~

[®] Bypass userlimit of server

Maximum connection count:

Connection limit per IP: I:'

[m] Force SSL for user login

Add Remave |

| Rename || Copy |

Figure 4-21: Enable account and set password in account setting window

4. Go to Shared folder > Add Folder to share (EX: FTP_FILES from Desktop) - Select
all the Files and Directories Permissions and set that folder as Home Directory by

selecting “Set as Home Dir”. Click OK.

Users *
Shared folders Users
Files
Directories Aliases Read SEEL
H C:\Users\Santhos... ] Wirite
Delete
Append
Directories
Create
Delete
List
< > + Subdirs | Add | Remaove
Add Remove Rename |Se1 as home dirl | Rename | Copy
A directory alias will also appear at the specified location. Aliases must contain the full virtual
path. Separate multiple aliases for one directory with the pipe character (1)
If using aliases, please avoid cyclic directory structures, it will only confuse FTP clients.

Figure 4-22: Select all the Files and Directories Permissions and set that folder as Set as Home Dir

Steps at Source PC
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Follow steps as provided before in “Emulation Set-up: Setting up the NetSim Client”. Run
FileZilla Client software. Enter the Host Name(Server System ip (EX: 192.168.0.133)) and
Give the User, Password that we created in Server side and give Port No = 21. Run Emulation

server and click Quick Connect. Drag and drop files from Local Site to Remote Site.

1.

Run NetSim in Administrative Mode and create a basic network Scenario in any stack-
based protocol (Any network except Legacy Networks, Cellular Networks, and Wireless
Sensor Networks) in NetSim. A sample scenario in Internetworks is performed as shown

with link speed set to 1 Mbps.

(.*_-:' 1
=
il

L2 Switch_1

Wired_Mode_ 2 Wired_Node_3

Figure 4-23: Network Topology

= Click on the Application icon present on the ribbon and set properties.

= |n the Application Type select Emulation.

= Select Source and Destination ID according to the network scenario and change the
Source and Destination IP address according to the IP Address of the real system and

click OK.
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' App1_EMULATION Properties - X
SANO B

Source ID 2 -

Destination Count 1

Destination ID 3 v

Start Time (s) 0

End Time (s) 100000

Random Startup FALSE -

Session Protocol NONE

Transport Protoco! uDP v

QoS BE v

Priority Low

4 Emulation
Source Real IP 192.168.038 | #
Source Port 0
Destination Real IP 192.168.0.154 Va
Destination Port 0

Figure 4-24: Application properties window

2. Provide the Simulation Time as how long you want the Emulation to be performed. Make

sure client system(s) are ready and then click Run Simulation.

Results: Transfer speed from client without emulation:

Progress Speed

/ithEmulatio... 114,433,360 byteqd 109 MB/s

Figure 4-25: Transfer speed from client without emulation
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Transfer speed from client with emulation:

Progress Speed
fthEmulatio... 29,090,728 bytes| 1134 KB/s

29,101,933 .t_’_ﬁs received 1108 KB/s 1,178 %es sent 0B/

Figure 4-26: Transfer speed from client with emulation

4.5 Example 4: Skype (Two way Communication)

Switch

~ ] -

A

System 1 System 3 System 2

Figure 4-27: Skype Two-way Communication

Steps at NetSim Emulation Server

1. Run NetSim in Administrative Mode and create a basic network Scenario in any stack-
based protocol (Any network except Legacy Networks, Wireless Sensor Network, and
Cellular Network) in NetSim. Screenshot of a sample scenario in Internetworks is shown

below Figure 4-28.
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Wired_MNode_2 Wired_Node 3

Figure 4-28: Network Topology in this experiment

2. Click on the Application icon present on the ribbon and set properties. As it is two-way
communication, add and create two applications.
In both the Application Type select Emulation.

4. In one Application, select Source ID and Destination ID according to the network scenario
and change the Source and Destination IP address according to the IP Address of the real
system. In the second application, set the opposite of first application, i.e. Source ID and
IP address will be exchanged with Destination ID and IP address. (Refer the IP settings in

the screenshot to get a clear picture)
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Y App1_EMULATION Properties — X

(3 AL ) .\
y /N N ® =

Source ID 2 v

Destination Count 1

Destination ID 3 v

Start Time (s) 0

End Time (s) 100000

Random Startup FALSE v

Session Protocol NONE

Transport Protoco uDP h 4

QoS BE v

Priority Low

4 Emulation
Source Real IP 192.168.038 | #
Source Port 0
Destination Real IP 192.168.0.154 Va
Destination Port 0

Figure 4-29: Application properties Window

5. Provide the Simulation Time as how long you want the Emulation to be performed. Make

sure client system(s) are ready and then click Run Simulation.
Steps at Source PC

1. Follow steps as provided before in “Emulation Set-up: Setting up the NetSim Client”.

2. Run Skype and make a call to the destination system (Make sure that Skype is running in
Destination PC).

3. Wireshark (if installed) will automatically start capturing the packets as soon as Emulation

Server starts simulation.
Steps at Destination PC

» Follow steps as provided before in “Emulation Set-up: Setting up the NetSim Client”.

After performing all the steps at Source PC and NetSim Emulation Server, open Skype.
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= Wireshark (if installed) will automatically start capturing the packets as soon as

Emulation Server starts simulation.

4.6 Example 5: Using JPerf

JPerf is a graphical front end for the popular network testing tool Iperf. Using JPerf you can
quickly test a WAN or LAN connection to determine the maximum network throughput. The
test results are automatically graphed and presented in a format that is easy to read. JPerf
can also be used to detect packet loss, delay, jitter, and other common network problems.

Switch
~ B3] -
A
Y Y \i
Jperf | Jperf
Server S Client
] - [ ]
rsmEsms- gy  ~7Z2255E3S ) ProZEEEEE g
System 1 System 3 System 2

Figure 4-30: Jperf Client and server communication
Steps at NetSim Emulation Server

1. Run NetSim in Administrative Mode and create a basic network Scenario in any of the
networks except Legacy Networks, Wireless Sensor Network, and Cellular Network.

Screenshot of a sample scenario in Internetworks is shown below Figure 4-31.

L2 Switch_1

Wired_MNode_ 2 ‘Wired_Node 3

Figure 4-31: Network Topology in this experiment

= Click on the Application icon present on the ribbon and set properties.

= In the Application Type select Emulation.
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= Select Source and Destination ID according to the network scenario and change the
Source and Destination IP address according to the IP Address of the real system and
click OK.

Y App1_EMULATION Properties — X

Source ID 2 v

Destination Count 1

Destination ID 3 v

Start Time (s) 0

End Time (s) 100000

Random Startup FALSE kd

Session Protocol NONE

Transport Protoco uDP v

QoS BE v

Priority Low

4 Emulation
Source Real IP 192.168.038 | #
Source Port 0
Destination Real IP 192.168.0.154 Va
Destination Port 0

Figure 4-32: Application properties window

2. Provide the Simulation Time as per the time for which you want Emulation to be performed.

Make sure client system(s) are ready and then click Run Simulation.
Steps at Source PC

Follow steps as provided before in “Emulation Set-up: Setting up the NetSim Client”. Run JPerf
and select Client and set Server Address as <Server IP Address>. User can edit the
Application Layer options, Transport Layer options and IP Layer options depending on the

type of data they want to transmit in the network.
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|#] JPerf 2.0.2 - Network performance measurement graphical tool - a X
JPerf
Iperf command: bin/fiperf.exe -c 192,168.0,145-P 14 1 -p 5001 -fk -t 10 ,l S
Choose iPerf Mode: (@) Client Server address 192.168.0.145] Port 5,001 %
parallel Streams 14 €D sworpern
() Server Listen Port 5,001 5 Client Limit —ry
Num Connections 03 H it W

Figure 4-33: Select Client and setting done as per above screenshot in JPerf
Do not click “Run IPerf” until all the steps at NetSim Emulation Server are done. Also
Wireshark (if installed) will automatically start capturing the packets as soon as Emulation.
Server starts simulation.
Steps at Destination PC

Follow steps as provided before in “Emulation Set-up: Setting up the NetSim Client”. Run JPerf

and select Server.

| £ JPerf 2.0.2 - Network performance measurement graphical tool - m] ¥
JPerf
Iperf command: binfiperf.exe -s P 0 4 1 -p 5001 -fk g‘RmIPcrﬂ
Choose iPerf Mode: Q) Client Server address Port 5,001 %
% Stop IPerf!
@ Eerves Listen Port 5,001 2] [ Client Limit ==
Num Connections 0% -H (Y || -

Figure 4-34: Select Server and setting done as per above screenshot in JPerf

Click on “Run IPerf” after the Source PC starts running JPerf.
4.7 Example 6: Simple Military (TDMA) Radio Use Case

Lab Setup: Before starting emulation, ensure that the real traffic that is generated at the
NetSim Client (say Ping or Iperf traffic) is routed through NetSim Emulator System. This

means the traffic just flows through the system (OS) and doesn't yet flow through NetSim.
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Switch

RS FN
D R

= e em em e e e o mm omm ] -

NetSim Client 1 NetSim Emulator NetSim Client 2

Figure 4-35: Lab set up where by two systems connect to the NetSim emulation server

*» The Lab Setup where, Client 1 generates traffic, and Client 2 is the real destination to
receive the traffic.
» Route the traffic generated by Client 1 via NetSim Emulation server. This is achieved by

configuring static routes in the network. Please refer section 2.2.

Next, we create the scenario in NetSim, and this time run the emulator, whereby the traffic flows
through NetSim. The steps to do this are:

=  On NetSim Emulation Server, run NetSim in administrative mode and choose TDMA Radio

Networks and create a scenario

[ NetSim Home - a X
NetSim Professional
Network Simulation/Emulation Platform
Version 14.0.27 (64 Bit)

Choose a Network
New Simulation CtdeN @il Intemetworks (Base) € Legacy Networks ¢ Mobile Adhoc Network € Wireless Sensor Networks
ey Culeo | Features TCP, IP, Routing, WieFi, Ethemet RF Features Pure Alohs, Slotted Aloha, GSM and  Features DSR_AODV, OLSR and ZRP routing Based on 802154 MAC/PHY interfaces with
Propagation, Application Models, Network Stack, CDMA. Legacy Networks run standelone and do  protocols, and multiple MANETs with bridge ~ MANETs library
Examples Simulation Kernel, Animator and Plot Engine not interface with Intemetworks library nodes. MANETs interface with Internetworks
library
Experiments
d Licensed @ Licensed ensed @ Licensed
€ Internet of Things %l Cognitive Radio Networks 8 LTE/LTEA €8 Vehicular Adhoc Networks
Features WSN, RPL and 6LoWPAN with MANET  Based on 80222 standerd and interfaces with  Based on 3GPP 36 series standards. LTEATE-A  Based on IEEE1609 Wave and IEEEG0211p with
routing. loT interfaces with Intemetworks and Internetworks library interfaces with Internetworks library MANET routing. VANETs interface  with
MANETs fibraries Internetworks library and SUMO
ensed ensed ensed & Licensed
8 5GNR @il Satellite Comm. Networks 2 Underwater Acoustic Networks 07 TOMA Radio Networks
Based on 3GPP 38 series standards. 5G NR  Features Geo stationary satelite, TOMA in Ku  Features underwater communication using the Features TDMA link 16, Dynamic TDMA, HE/VHE/
interfaces with Internetworks library Band and MF-TOMA in Ka Band per DVB S2 acoustic PHY and Thorp propagation models. UHF Bands, Frequency Hopping and Crypto,
Interfaces with Intemetworks library Interfaces with legacy networks for running | TDMA interfaces with MANETs and Interetworks
slotted aloha in MAC layer. libraries
License Settings ensed @ Licensed ensed @ Licensed
&t AlteF4 z
@ Advanced Routing [E8l Software Defined Networks #4807 Network Emulator AE0Y Advanced 5G
Features VLAN, Multicast Routing: IGMP and PIM, ~ Based on Openfiow protocol. Access this feature  Connect real systems running live applications o Features advanced 5G features including DL and
13 Switch, ACL and NAT. Access these features  within the properties of all 13 devices. SON  NetSim. Interfaces with all components except UL Interference, Block error rate (BLER) and Outer
within the properties of Switches and Routers interfaces with all components except C2 and  C2. Access this festure inside Application  loop link adaptation (OLLA). Access these
available in C1 cn properties. features within the 5G NR and LTE components.
Current workspace: DefaultWorkspace
Support Leam Documentation Contact Us

Email - sales@tetcos.com
Phone - +91 767 605 4321
Website

Figure 4-36: Select TDMA Radio Networks in NetSim home screen
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i{ File Options Help | NetSim Simulation - TDMA_Radio Networks ®

Ji Create Scenario T2, Set Traffic w1l Configure Reports [z Show/Hide Info
Save Wired Node S | Wired Bridge Node DY Devices n Links
B = N [ wies g - —~ | B 0
L] L s -
<] close g Wireless Node oF [7] Wireless Bridge Node — Applications
File Run Simulation MNode Wired/Wireless Links Bridge Node Router L2 Switch Rapid Configurator
o 50 100 150 200 250 300 350
0 I I 1 I I I
1
50 - .3 é
Link_1 1
0] 1 1~
] o oloaz
1 »
ot o
b Wireless_Node_1 Wirsless_Mode 2

Figure 4-37: A simple TDMA radio network is created with two nodes
= Click on the Application icon present on the ribbon and set properties.
» Inthe Application Type select Emulation.

Select Source and Destination ID according to the network scenario and change the Source
and Destination IP address according to the IP address of the real system.
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[ App1_EMULATION Properties -
S ANO B
Search
Source ID 2 v
Destination Count 1
Destination ID 3 -
Start Time (s) 0
End Time (s) 100000
Random Startup FALSE v
Session Protocol NONE
Transport Protocol uDP 4
QoS BE v
Priority Low
4 Emulation
Source Real IP 192.168.0.38
Source Port 0
Destination Real IP 192.168.0.154
Destination Port 0
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M Wireless_Node_1 Properties — X

A O (1N
Sy /1N '\7 @ =0s Ed

4 Interface_1 (Wireless)
B> Network Layer
> Datalink Layer

4 Physical Layer

4 DTDMA
Protocol DTDMA  ~
Bandwidth (KHz) 128
Data symbol rate (kBd) 128
FEC coding TRUE
TX Power (W) 20
Antenna Gain {dBi) 0

Antenna Height (m) 1

Receiver Sensitivity (dBm) -85
Modulation Technique QPSK v
Coding Rate 172 v

Reference Distance d0 (m) 1

Figure 4-38: Application settings window and the parameters to be configured
Next, we change a property and see the effect. For example, change the PHY rate. The

parameters that can be varied are:

¢ Frequency Band: L- Band
e Bandwidth:128KHz

¢ Data Symbol Rate: 128kBd
e Modulation Tech: QPSK

e Coding Rate: 1/2

e Min Slot Per Device: 0

e Static Route from Source to Destination

Right Click on Wireless node > Properties > Interface Layer > Physical Layer change
parameters highlighted in the figure below. Ensure that you perform this in both the nodes

since some of the parameter’s scope is local in the Network.
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¥ Wireless_Node_1 Properties — X

AN O =W

B Datalink Layer

4 Physical Layer

4 DTDMA
Protocol DIDMA  ~
Bandwidth (KHz) 128
Data symbol rate (kBd) 128
FEC coding TRUE
TX Power (W) 20
Antenna Gain (dBi) 0
Antenna Height (m) 1
Receiver Sensitivity (dBm) -85
Modulation Technique QPSK v
Coding Rate 1/2 v
Reference Distance d0 (m) 1
Frequency Hopping Off v
Band L-BAND ~
Lower Frequency (MHz) 1000

Figure 4-39: The parameters to be configured in the node’s wireless interface
Steps to Set Static Route in NetSim:

Go to Display Settings > Check Device IP

2. Now go to Wireless Node properties->Network Layer. Enable - Static IP Route ->Click on
Configure Static Route IP and set the properties as per the screenshot below and click on
Add and then click on OK.
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: E Wireless_Node_1 Properties — a X

" AR O B

> General
> Position
>

Application Layer

o

Transport Layer

4 Network Layer
4 1PV4
ICMP Status FALSE v
Static IP Route
Static IP Route GUI Configure via fileConfigure via Ul
Processing Delay (us) 0
> AODV

& Interface_1 (Wireless)

Figure 4-40: Wizard to configure static route
3. Add appropriate route from Source Node to Destination Node and vice versa

For Source Node:

Metwork Destination | 11.1.1.0 ‘ Gateway | 11.1.1.2 ‘
Subnet Mask | 255.255.255.0 ‘ Metrics | 1 |
Interface ID | ] |
Default Remove
Network .
Destination Subnet Mask Gateway Metrics Interface ID
11.1.1.0 255.255.255.0 11.1.1.2 1 1

Figure 4-41: Static route setting in source node

For Destination Node:
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MNetwork Destination | 11.1.1.0 ‘ Gateway | 11.1.141
Subnet Mask | 255,255.255.0 ‘ Metrics ‘ 1
Interface ID | ] |
Default Add Remaove
NE“?Drk. Subnet Mask Gateway Metrics
Destination
11.1.1.0 255.255.255.0 11.1.1.1 1

Figure 4-42: Static route setting in destination node

Ver 14.0

Interface ID

Provide the Simulation Time as how long you want the Emulation to be performed. Make sure

client system(s) are ready and then click Run Simulation.

Now notice the following change in the iperf traffic. Let NetSim Client 1 be the Iperf Client and

NetSim Client 2 be iperf server. Then commands at

Iperf Server: iperf.exe -s-u-P 0 -i 1 -p 5001 -f k

Iperf Client: iperf.exe -¢ 192.168.0.154 -u-P 1 -i 1 -p 5001 -f m -b 1.0M -t 100000 -T 1

Perform the steps at Emulation Server as provided and simulate. During simulation, generate

1 Mbps at iperf client (NetSim Client 1) to NetSim Client 2. You will notice that the even though

the iperf client is generating 1Mbps iperf server will be receiving less than 120Kbps. This is

because the network created in NetSim has PhyRate (wireless link capacity) set to 120Kbps.

Iperf Client Generating 1 Mbps traffic:
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[Br] CAWINDOWS\system32\cmd.exe

C:\Users\Marle\Desktop\bin>iperf.e:

-¢ 192.168.90.154 -u -P 1 -i 1 -p 5001 -fm 1.eM -t 1eeeee -T 1

Client connecting to 192.168.9.154, UDP port 5601
Sending 1470 byte datagrams
©.86 MByte (default)

UDP buffer size:
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Iperf Server receiving 120Kbps since Phyrate has been set to 120Kbps in NetSim
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168.8.46 port 53961 connected with 192.168.0.154 port 5601
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Figure 4-43: Iperf running in the client
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e CA\WINDOWS\system32\cmd.exe

Server listening on UDP port 501
Receiving 1470 byte datagrams
UDP buffer size: 64.0 KByte (default)

OpenSCManager failed - Access is denied. (©x5)
[36@] local 192.168.0.46 port 5001 connected with 192.168.0.140 port 52568
[ ID] Interval Transfer Bandwidth Jitter Lost/Total Datagrams
o. sec 14.4 KBytes 118 Kbits/sec .181 ms 303/ 313 (97%)

14.4 KBytes 118 Kbits/sec .354 ms e/ 10 (e%)
14.4 KBytes 118 Kbits/sec .371 ms e/ 10 (e%)
14.4 KBytes 118 Kbits/sec .317 ms e/ 10 (0%)
14.4 KBytes 118 Kbits/sec .399 ms e/ 10 (0%)
15 KBytes 129 Kbits/sec .382 e/ 11 (e%)
14.4 KBytes 118 Kbits/sec .408 ms e/ 10 (©%)
14.4 KBytes 118 Kbits/sec .439 ms o/ 10 (0%)
14.4 KBytes 118 Kbits/sec .355 ms e/ 10 (0%)
14.4 KBytes 118 Kbits/sec .373 ms e/ 10 (0%)
15.8 KBytes 129 Kbits/sec e/ 11 (e%)
14.4 KBytes 118 Kbits/sec ©.356 e/ 1o (e%)
14.4 KBytes 118 Kbits/sec .289 e/ 10 (e%)
14.4 KBytes 118 Kbits/sec e/ 10 (e%)
14.4 KBytes 118 Kbits/sec e/ 10 (e%)
15.8 KBytes 129 Kbits/sec e/ 11 (e%)
14.4 KBytes 118 Kbits/sec e/ 10 (e%)
14.4 KBytes 118 Kbits/sec e/ 10 (e%)

.0-19. 14.4 KBytes 118 Kbits/sec e/ 10 (e%)

.8-20. 15.8 KBytes 129 Kbits/sec e/ 11 (&%)
Interval Transfer Bandwidth Lost/Total Datagrams

.9-21. 14.4 KBytes 118 Kbits/sec e/ 10 (e%)

.0-22. 14.4 KBytes 118 Kbits/sec e/ 10 (©%)

.0-23 14.4 KBytes 118 Kbits/sec e/ 10

.0-24. 14.4 KBytes 118 Kbits/sec e/ 10

.0-25. 15.8 KBytes 129 Kbits/sec e/ 11

.0-26. 14.4 KBytes 118 Kbits/sec e/ 10
14.4 KBytes 118 Kbits/sec e/ 10
14.4 KBytes 118 Kbits/sec e/ 1o
14.4 KBytes 118 Kbits/sec e/ 10
15.8 KBytes 129 Kbits/sec e/ 11
14.4 KBytes 118 Kbits/sec e/ 10
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Figure 4-44: iperf running at the server showing throughput received

NetSim has an inbuilt traffic generator (Application) which can be used to model
unicast/multicast/broadcast traffic in the network with support for application types such as
CBR, Custom, Voice, Video, FTP, Database, etc. NetSim also allows users to provide pcap
file as input to NetSim traffic generator and configure applications using the real IP addresses

and port numbers.

Any pcap file can be provided as input to NetSim by following the procedure explained here.

In this example we are generating a pcap file by running wireshark and generating traffic using
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ping and saved it as Raw.pcap (while saving please make sure that save as file type must be
Wireshark/tcpdump/.. -pcap). Ping is initiated form the Source IP: 192.168.0.154 to the
Destination IP: 192.168.0.192. The pcap file will contain all incoming and outgoing packets
from the system in which the capture is being done.

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

dm3@e BREB e i EQaQaa
( ‘A:: adisplay filter ... <Ctrl-/>
Mo. Time Source Destination Protocel  Length Info
1 0.000000 192.168.8.15 192.168.8.255 NBHS 92 Name query NB DESKTOP-D51C35P<lcx»
2 8.129879 192.168.8.7 239.255.255.258 S5DP 216 M-SEARCH * HTTP/1.1
3 8.412924 192.168.6.154 192.168.8.192 cHP 74 Echo (ping) request id=8x@B81, seq=314/14849, tt1=128 (reply in 4)
4 @.413355 192.168.8.192 192.168.6.154 cHP 74 Echo (ping) reply  id=Bx@B81, seq=314/14849, tt1=128 (request in 3)
5 @.446719 192.168.8.139 255.255.255.255 ubpP 82 68274 + 1947 Len=4@
7 8.665863 fe8@::e420:3cd8:5f5.. f82::16 ICMPVE 98 Multicast Listener Report Message v2
8 8.686171 fe8@: :e420:3cd8:5f5.. f82::16 ICMPVE 96 Multicast Listener Report Message v2
9 8.686488 192.168.8.27 224.96.8.252 IGMPv2 6@ Membership Report group 224.6.8.252
16 0.687318 feB@: :e420:3cd8:5f5.. f@2::16 ICMPVE 98 Multicast Listener Report Message v2
11 8.687641 192.168.8.27 224.0.8.2 IGMPv2 6@ Leave Group 224.0.8.252
12 8.687642 fe80: :e428:3cd8:5f5.. fT@2::16 ICMPVE 9@ Multicast Listener Report Message v2
13 9.688022 192.168.8.27 224.96.8.252 IGMPv2 6@ Membership Report group 224.6.8.252
14 8.688022 192.168.8.27 239.255.255.258 S50P 179 M-SEARCH * HTTP/1.1
15 8.688664 192.168.8.27 224.96.8.251 MDNS 81 Standard query 8x8@8@ ANY DESKTOP-Q1S@ESN.local, "QM" question
16 @.639899 Te8@: :e420:3cdB8:575.. fT@2::Th MDNS 101 Standard query @x8@8@ ANY DESKTOP-QLS@ESN.local, "QM" question
17 @.689556 fe80: :e420:3cd8:5f5.. ffe2::fb MDNS 139 Standard query response @x@@80 AAAA Ted®::e420:3cd8:5752:583d A 192.168.6.27
18 8.689556 192.168.8.27 224.96.8.252 LLMNR 75 Standard query @x4fad ANY DESKTOP-Q1S@ESN
19 @8.690867 Te80: :e420:3cd8:5f5.. ff@2::1:3 LLMNR 95 standard query @x4fad ANY DESKTOP-QLS@ESN
28 8.690863 192.168.9.27 224.8.9.251 MDNS 119 standard query response @x@@8@ AAAA Ted®::e420:3cd8:5T52:583d A 192.168.8.27
21 9.6988638 192.168.8.27 224.9.8.251 MDNS 81 Standard gquery 8x8@8@ ANY DESKTOP-Q1S@ESN.local, "QM" question
22 8.698595 feB8@: :e420:3cdB:5f5.. ffe2::fb MDNS 101 standard query @x8@e@ ANY DESKTOP-QLS@ESN.local, "QM" question
23 8.690975 fe80: :e420:3cd8:5f5.. ffe2::fb MDNS 139 standard query response @x@@0@ AAAA TeB@::e420:3cd8:5T52:583d A 192.168.8.27
24 8.691347 192.168.0.27 224.8.9.251 MDNS 119 standard query response @x@@0@ AAAA TeB@::e420:3cd8:5T52:583d A 192.168.8.27
25 ©.787358 192.168.8.27 224.8.8.252 IGMPv2 6@ Membership Report group 224.8.8.252

Figure 4-45: Packet captured in Wireshark

Wireshark capture can be stopped after capturing required packets and saved in desired

location with a user defined name (*.pcap). E.g.: Input_to_NetSim.pcap

PCAP file needs to be edited suitably before providing it as input to NetSim. The "editcap"
application in Wireshark installation directory can be used to edit any pcap file to be provided

as input to NetSim.

Go to wireshark installation directory [C:\Program Files\Wireshark]
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Share View Manage
&« v 4 { ThisPC » Local Disk (C:) > Program Files » Wireshark | v
[ Desktop “ Name Date modified Type Size
L e N -
Download T
¥ Downloads = COPYING bt Text Document 28 KB
[ Documents @] d3dcompiler_47.dll Application extens... 4,076 KB
=] Pictures | dfilters File 1 KB
[ Desktop | | dtd_gen.lua LUA File 9 KB
= Mew Volume (D F | dumpcap.exe Application 407 KB
Sample_Configu 2| dumpcap.html HTML File 18 KB
Systern32 I! editcap.exe Application 334 KB I
12| editcap.html HTML File 20 KE
@ OneDrive 12| extcap.html HTML File 5KB
I Desktop || initlua LUA File 17 KB
& Dacuments 2| ipmap.html HTML File 5 KB
Ermail attachmer J k3spri6d.dll Application extens... 45 KB
X 1% kerb5_e4.dll Application extens... 1,053 KB
| Pictures o - L -
1% libatk-1.0-0.dll 017 1:00 AM Application extens... 145 KB
[ This PC 1% libeaire-2.dll 6/2/2017 1:00 AM Application extens... 834 KB

Figure 4-46: Installation directory of Wireshark

Open command prompt, and execute the following command:

editcap -C 14 -L -T rawip -F pcap "<File Location where the file is present>/Raw.pcap”
"<File Location where the file needs to be saved>/Input_to_NetSim.pcap"

Where,

= -C [offset:]<choplen> chop each packet by <choplen> bytes. Positive values chop at
the packet beginning, negative values at the packet end. If an optional offset precedes
the length, then the bytes chopped will be offset from that value. Positive offsets are
from the packet beginning, negative offsets are from the packet end. You can use this
option more than once, allowing up to 2 chopping regions within a packet provided that
at least 1 choplen is positive and at least 1 is negative.

= -L adjust the frame (i.e. reported) length when chopping and/or snapping

= -T <encap type> set the output file encapsulation type; default is the same as the input
file. An empty "-T" option will list the encapsulation types.

= -F <capture type> set the output file type; default is pcapng. An empty "-F" option will list
the file types.

p -F pcap "C:\Users\PC 1\Desktop\Input.pcap” "C:\Users\PC 1\Desktop\Input_to MNetSim.pcap"

Figure 4-47: Enter the above command in command prompt
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1. Create a system environment Variable with Variable Name as “EMULATOR_INPUT” and

value as the path of the pcap file along with the
C:\Users\bhatv\Desktop\NetSim\INPUT_TO_NETSIM.pcap).

User varsables for Bhaty

Vanabile Valus

Onelerve Clbers\bhet\DneDive

OnelaiveCongumer Ce\Users bhan\ OneDrive:

Path CPsery hat\ App Dt L o< ol Progeams| Python' PythoniT Serpts..,
SURAD_HOME Cohpumn-0.25.00

TEMP

Cler bhatv AgpData L s<al Temp
Thée ) 1 i

Wariable name: EMUILATOR_INSUT

fle name (Ex:

Syitem vil

Vanable valus: = Ubers bt Diedlet g Nt Sarri INIPLIT_TOL INE TSI g
Wansbilg
ComSp Browie Dwectory. Beorwie File_.
Dierble =———0 = =
NUMEER_OF PROCESIORS 6
[+19 Windows_NT
Pazh C\Program Fies (B8] Commen Filer' Orache’ Anva’ jarvapath CWer..
PATHENT SOOI EXE; BAT; CMD: VBS, VBE J5; JSE WEF WS, MSC
FROCESIOR ARCHITECTURE AMDSS -
Hew... ({258 Delete
L o Cancel

Figure 4-48: Create a system environment Variable name and providing input file path as input

2. Start NetSim as administrator. Now create a simple scenario in NetSim. For example,

create a scenario in Internetworks with 1 router and 2 wired nodes as shown below. Create

an Emulation application by giving the real source and destination IP’s present in the pcap
file. In this case we have used the IP addresses 192.168.0.154 and 192.168.0.192 which

we have used for generating traffic using PING.

>-A|:||:| 1_EMULATION
Wired Node 1 Wired Mode 2

Figure 4-49: Network Topology in this experiment

3. Run NetSim in administrator mode for Emulator application.
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4. Now create a simple scenario in NetSim. For example, create a scenario in Internetworks
with 1 router and 2 wired nodes.

5. Create an Emulator application by giving the real source and destination IP’s present in
the pcap file.

Y App1_EMULATION Properties — X

v /N §_ @ m—:

Source ID 2 v

Destination Count 1

w
4

Destination ID

tart Time (s) 0

End Time (s) 100000

Random Startup FALSE v

Session Protocol NONE

Transport Protoco uDP v

QoS BE v

Priority Low

4 Emulation
Source Real IP 192.168.038 | #
Source Port 0
Destination Real IP 192.168.0.154 V4
Destination Port 0

Figure 4-50: Application properties Window

= Multiple applications can be configured based on the packets captured. For instance,
there can be one more application configured for packets from 192.168.0.192 to
192.168.0.154

= NetSim Emulator will read the packets from pcap file as per the source and destination
that we are giving in the application properties.

= After simulation, NetSim results window provides Packet Capture Metrics. Here users

can observe 4 different types of log files as explained in section 3.1
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= Open Dispatch to Emulator packets, it contains only the packets whose source and
destination IP addresses match with the source and destination IP addresses that we
have configured.
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5 Trouble shooting

5.1 “Ping: Request timed out” in DTDMA Radio Networks

This is specific to scenarios which used DEMAND BASED slot allocation in the MAC layer and
having multiple emulation applications. When multiple systems trying to ping, the slot
allocation methodology, causes delays that exceed the TTL of ping packet. A simple way to
overcome this problem is to set the slot allocation technique as ROUNDROBIN.

It may happen that even after setting ROUNDROBIN as the slot allocation technique, a user
could see the “Ping: Request timed out” error. This is due to high-rate traffic flows of non-
emulation applications flowing through the emulator system. For example, consider a scenario
with 4 systems A, B, C and D, such that

o Als the source system. The system sending Ping Request.

e B is the emulation server where NetSim is run.

e Cis the destination System. The system sending Ping Reply.

¢ D is another system that is not a part of the Emulation set up under study
In this example, A pings C with traffic flowing through B. If simultaneously there is other traffic
flowing from A to D (applications that are not part of Emulation set-up under study), then this
traffic would also flow via emulator system due to static route setting. This will cause delays
and the ping packets may then exceed the TTL. To avoid this set static route to a particular
Host system instead of adding static route based on Network. In this same example, say the
systems A, B, C and D are in the network 192.168.0.0/24, with IP addresses 192.168.0.2,
192.168.0.3, 192.168.0.4 and 192.168.0.5 respectively. Then user should not set

route add 192.168.0.0 MASK 255.255.255.0 192.168.0.3 METRIC 1
but instead, add the host specific static route

route add 192.168.0.4 MASK 255.255.255.255 192.168.0.3 METRIC 1

6 Latest FAQs

Up to date FAQs on NetSim’s Emulation library is available at
https://tetcos.freshdesk.com/support/solutions/folders/14000115083
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