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1 Introduction to 5G simulation with NetSim

NetSim 5G NR library allows for end-to-end simulation of all layers of the protocol stack as well
as applications running over the networkl. The 5G devices available in NetSim are the 5G core
devices: (i) AMF, (ii) SMF, (iii) UPF, and RAN devices: (i) gNBs (ii) UEs. Simulation is discrete
event and done at a packet level abstraction. This 5G library is designed to connect to the base
component of NetSim (and in turn to other components), which provides functionalities such as
the TCP/IP Network Stack, Routing algorithms, Mobility, Output Metrics, Traces etc. NetSim’'s
protocol source C code shipped along with (standard / pro versions) is modular and customizable

to help researchers to design and test their own 5G protocols.

NetSim 5G NR Design Window

[ 56-MR_SA. Workspace Mame: Vasshnavil, Experienent Name: 56

File  Options Mein

) n - — WiredWire) e R Pra:
0 s » W 0 FE GF e (B)
Node 12 Deviees Router  BaseSuvon  UE Budding Appes (i Lo Run B Cissl
Remote Sensors
5G Core Internet
devices
gNB
o ]-‘—- User Equipment
— Dt}
H"’r jl:J.‘
5G links
Building
(Indoor propagation)

- - Latencies
Network __2Z
Performance e -
Plots — .
. Packet Losses
: Plot Window
[P o
. e | e s Print —» » *<+— Source Data
Packet Trace it s [ A 7
. - _/
Event Trace — o e Reser Plot J,
Log Files —7 ' Color Picker =
o == k| Time Series throughput Plots
Result Window : R[11.1%. T VORI A T Time
1 fﬂ " Moving Average with averaging window
’ ' Time average

1 For an introduction to 5G see Chapter 3
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Figure 1-1: NetSim’s 5G NR design window, the results dashboard and the plots window

2 Simulation GUI

2.1 Create Scenario

Open NetSim and click New Simulation — 5G NR as shown Figure 2-1.

(] Netsim Home

@ LT/ TEA

Based on 3GPP 36 series standards. LTEATE-A
ntertaces wih Internetworks brary

@ Advanced Routing

Features VLAN, Multicest Routing: IGMP end PIM,
13 Switch, ACL and NAT. Access these features  within the properties of all 13 devices. SON
within the propertis of Suitches and Routers

B Software Defined Networks

Kn Network Emuiator 0 Advanced 3G
Based on Openflow protoccl Access this feature  Connect realsystems running bve applications to  Features advanced SG festures including DL and

NetSim, Interfaces with oll components except

UL Interference, Biock errar rate (BLER) and Outer
interfaces with sll components except C2 and (2 Access this festure inside Applcation  loop lnk sdeptation (OLLA). Access these
License Settings available in C1 i properties. features within the 5G NR and LTE components.
Eat anie BRI

mmmmmmm @ licensed @ Ucensed

Figure 2-1: NetSim Home Screen

5G NR comes with a palette of various devices like Wired & Wireless Nodes, L2 Switch & Access
Point, AMF (Access and Mobility Management Function), UPF (User Plane Function), SMF
(Session Management Function) & Router, gNB (Equivalent of eNB in LTE), UE (User

Equipment), and Building. Devices are connected using 3GPP defined interfaces; O-RAN defined
interfaces are not available
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2.2 NetSim 5G Network Setup

] NetSim Home

NetSim Professional
Network Simulation/Emulation Platform

Version 14.0.24 (64 Bit)

Choose a Network

New Simulation Cul-N gl sa €0 NSA Option 3 € NSA Option 3a €l NSA Option 4
our Work Culoo | Feetures Sharchitecture Features NSA Option 3 architecture Features NSA Option 3a architecture Features NSA Option 4 architecture
Examples

censed @ Licensed i Licensed
Experiments

Figure 2-2: NetSim 5G Network Setup window

2.2.1 Deployment Architecture

The deployment options have been grouped into 2 categories. Standalone (SA) option where
there is only one independent access network (LTE or 5G NR) that is connected to either the EPC
or the 5G Core and the Non-Standalone (NSA) options where both LTE and 5G NR radio access
technologies are present, where one of the access networks assist the other in connecting to
either an EPC or a 5GC.

Stand Alone: In 5G Stand-alone mode of operation in NetSim, the network can be created using
the 5G Core devices which includes a single AMF, SMF and UPF to which the gNB can be
connected via Layer 2 Switches. The RAN part consists of gNBs and UEs and the UEs can handle
both Uplink and Downlink data transfer to and from the Data Network (DN) via the UPF.

Non-Stand Alone: In the Non-Stand-alone mode of operation in NetSim, the users can design

the network scenario using different deployment options.
The NSA modes in NetSim’s 5G module includes:

1. Option 4 where only 5G Core devices are present, and EPC is not available. Option 4 is

categorized into:

a. Option 4: Only gNB connects to all the 5G Core interfaces. eNB connects to the XN

interface.

b. Option 4a: gNB connects to all 5G Core interfaces and eNB connects to AMF and UPF

through respective interfaces.
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2. Option 7 where only 5G Core devices are present, and EPC is not available. Option 7 is

categorized into:

a.

b.

2.2.2

Option 7: eNB connects to all 5G Core interfaces. gNB connects only to the XN interface.

Option 7a: gNB connects to AMF and UPF through the respective interfaces and eNB

connects to all the 5G Core interfaces.

Device Placement

NetSim places the 5G core devices (AMF, SMF, UPF and Switches) / LTE EPC by default on to
the grid.

2.2.3

Only one 5G Core and/or LTE EPC is currently supported.
Users cannot remove 5G Core devices and/or LTE EPC, or their interconnecting links.
User may move these devices in the grid.

Users can drop gNBs/eNBs which get automatically connected to 5G Core. If a gNB/eNB

is removed, the connected links to the core switches are automatically removed.
Users can drop UEs and must connect them to gNBs/eNBs via links.

Users can drop Routers and connect them to the UPF/EPC for connectivity to the data-
network (DN).

IP addressing is automatically set by NetSim. It is recommended not to change the default

IP addresses.

NSA Deployment Device Connectivity

The device connectivity rules are explained below. Example screen shots are available in the

section 3.16.

2.2.3.1 Option 4/ 4a

UE should mandatorily be connected to the master node (MN) first. In option 4, the MN is
gNB

UE should mandatorily be connected to the secondary node (SN) next. In option 4, the SN
is the eNB

UE cannot be connected to any other device.

The data (external) network connects to the 5G core through the UPF. This is achieved by

first connecting a router (let’s call it R1) to the UPF.

Switches, nodes, APs and other routers can now be connected to R1

© TETCOS LLP. All rights reserved Page 10 of 234
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Connectivity rules for the devices within the data network is per the Internetwork library

document.

2.2.3.2 Option 7/ 7a

224

2.3

UE should mandatorily be connected to the master node (MN) first. In option 7, the MN is
eNB

UE should mandatorily be connected to the secondary node (SN) next. In option 7, the SN
is the gNB

UE cannot be connected to any other device.

The data (external) network connects to the 5G core through the UPF. This is achieved by
first connecting a router (let’s call it R1) to the UPF.

Switches, nodes, APs and other routers can now be connected to R1.

Connectivity rules for the devices within the data network is per the Internetwork library

document.
Grid Settings

NetSim allows users to design the network on a square grid. The major and minor grid lines
are displayed; major grid line values along X and Y co-ordinate is displayed. Each device’'s

X, Y co-ordinate is determined by its location on the grid.

Users can choose the grid size prior to placement of the first device. The grid size cannot

be changed after the first device has been placed on the grid.

The grid length can be in the range of 10m to 1,000,000m.
Devices Specific to NetSim 5G NR Library

UE: User Equipment.

o Each UE has a single LTE NR interface with an infinite buffer. It can connect to a gNB
(Base Station or BS) in both FR1 (u-Wave) and FR2 (mm-Wave) bands.

o A UE can be stationary or mobile.

o The UE’s location is determined by its (X, Y) co-ordinate on the grid or by its (Lat, Lon)

when using a map background.

gNB: This represents a base station (BS) with all the components i.e., antennas, radio,
baseband, and the protocol stack. NetSim currently does not allow for the gNB to be split
into RU, DU and CU.
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o NetSim supports 3 types of gNBs (i) Macro Cell gNB Omni Antenna (ii) Macro Cell gNB
Sector Antenna and (i) Small Cell gNB Omni Antenna. The macro cell gNBs by default
have a transmit power setting of 40 dBm and operate in the FR1 3.5 GHz n78 band.
The small cell gNBs have a transmit power setting of 30 dBm and operate in the FR2
28 GHz 261 band. Macro cell gNBs can be equipped with either omni-directional or

sector antennas, and they are named based on their respective types.
o Ithas a 5G RAN interface for wireless connectivity to UEs.

o A gNB can be configurated as a u-Wave (FR1, sub 6GHz) or a mm-Wave (FR2) BS by

appropriately selecting the frequency of operation.
o Ithas a 5G_Na3 interface for wired connectivity to UPF through an L2_Switch,
o Ithas a5G_N1_N2 interface for wired connectivity to AMF through an L2_Switch, and

o It has a 5G_XN interface for wired connectivity between the gNBs through an
L2_Switch.

o Every gNB has an infinite buffer.

» UPF (User Plane Function): User Plane Function has 5G_N4 interface for wired
connectivity to SMF, 5G_N3 interface for wired connectivity to gNB through L2_Switch,
and 5G_NG6 interface for wired connectivity to router in NG core which in turn can connect
to Switches, APs, Servers etc

» SMF (Session Management Function): Session Management Function has 5G_N11

interface for wired connectivity to AMF and 5G_N4 interface for wired connectivity to UPF.

» AMF (Access and Mobility Management Function): Access and Mobility Management
Function has 5G_N11 interface for wired connectivity to SMF and 5G_N1_N2 interface for
wired connectivity to gNB’s through L2_Switch.

= Building: Users can place gNBs, UEs inside buildings to simulate indoor RF propagation
effects.

@ Macro cell gNB Omni Ant. <) Macro cell gNB Sector Ant. l;] Wired Node C\ = Core Devices ¥

% | Small cell gNE Omni Ant. (3%) Router ° [ Wi-Fi Device v

Base Station UE Data Network Wired/Wireless Links 2] L2 Switch
Figure 2-3: 5G NR Device Palette in GUI
2.4 GUI Parameters in 5G NR

The 5G NR parameters can be accessed by right clicking on a gNB or UE and selecting Interface
Wireless (5G RAN) Properties - Datalink and Physical Layers.
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gNB Properties
Interface (5G RAN) — Datalink Layer

This is usually done to load balance
and share system in circular order,
handling all processes without
priority
It is based upon maintaining a
balance by trying to maximize total
Local Proportional Fair throughput while at the same time
allowing all users at least a minimal
level of service.
Maximum throughput scheduling is
a procedure to maximize the total
Local Max Throughput throughput of the network by giving
scheduling priority to the least
"expensive" data flows.
EWMA Averaging Rate (a)
determines how important the
current observation is in the
calculation of the EWMA. A lower
alpha discounts older data faster
thereby placing greater relevance
on your more current data.
EWMA() = (1 — 1/a)
* EWMA(t—1)
+ (1/a) *r(t)
0 <1/a <= 1.
Default value is 50.
UE Measurement Report Local 120 ms - 40960 ms 't 1S @ time interval between UE
Interval Measurement Report
The UE needs to first decode MIB
for it to receive other system
information. MIB is transmitted on
the DL-SCH (logical channel:
BCCH) with a periodicity of 80 ms
RRC MIB Period (ms) Local 80 and variable transmission repetition
periodicity within 80 ms.
MIB packets can be seen in the
NetSim  packet trace  post
simulation under Control Packet
type
SIB1 also contains radio resource
configuration information that is
common for all UEs. SIB1 is
transmitted on the DL-SCH (logical
channel: BCCH) with a periodicity
of 160 ms and \variable
transmission repetition periodicity
within 160 ms. SIBL is cell-specific.
SIB1 packets can be seen in the
NetSim  packet trace  post
simulation under Control Packet
type.
Header compression of IP data
PDCP Header flows using the ROHC protocol,
) Local True / False .
Compression Compresses all the static and
dynamic fields.
50/150/300/500/750/ The discard Timer expires for a
1500 PDCP SDU, or the successful

Local Round Robin

Scheduling Type

EWMA Averaging Rate Local 1.001 to 10000

RRC SIB Period (ms) Local 160

PDCP Discard Delay Timer Local
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PDCP Out of Order
Delivery

PDCP T Reordering Timer

RLC T Status Prohibit

RLC T Reassembly

RLC T Poll Retransmit

RLC Poll Byte

RLC Poll PDU

RLC Max Retx Threshold

HARQ Mode

© TETCOS LLP. All rights reserved

Local

Local

Local

Local

Local

Local

Local

Local

Local

True / False

0-500ms

0-2400ms

0-200ms

5-4000ms

1kB-40mB

p4-p65536
(In multiples of 8)

t1, t2, t3, t4, t6, t8,
t16, t32

TRUE, FALSE
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delivery of a PDCP SDU s
confirmed by PDCP status report,
the transmitting PDCP entity shall
discard the PDCP SDU along with
the corresponding PDCP Data
PDU.

Complete PDCP PDUs can be
delivered out-of-order from RLC to
PDCP. RLC delivers PDCP PDUs
to PDCP after the PDU
reassembling. It can be enables or
disabled by setting the value
“TRUE” or “FALSE”.

This timer is used by the receiving
side of an AM RLC entity and
receiving AM RLC entity in order to
detect loss of RLC PDUs at lower
layer. Unit=ms. PDCP reordering is
always enabled if in sequence
delivery to layers above PDCP is
needed. Reordering Timer should
be in between 0 to 500 msec.

This timer is used by the receiving
side of an AM RLC entity in order to
prohibit transmission of a STATUS
PDU. Unit=ms.

This timer is used by the receiving
side of an AM RLC entity and
receiving UM RLC entity in order to
detect loss of RLC PDUs at lower
layer. If t-Reassembly is running, t-
Reassembly shall not be started
additionally, i.e. only one t-
Reassembly per RLC entity is
running at a given time. Unit=ms.
This is used by the transmitting side
of an AM RLC entity in order to
retransmit a poll.

This parameter is used by the
transmitting side of each AM RLC
entity to trigger a poll for every
pollByte bytes.

This parameter is used by the
transmitting side of each AM RLC
entity to trigger a poll for every
pollPDU PDUs.

This parameter is used by the
transmitting side of each AM RLC
entity to limit the number of
retransmissions of an AMD PDU.
Hybrid automatic repeat request
(hybrid ARQ or HARQ) is a
combination of re
transmissions and error correction.
The HARQ protocol runs in the
MAC and PHY

layers. In the 5G PHY, a code block
group (CBG) is transmitted over the
air by the transmitter to the
receiver. If the CBG is successfully
received the receiver sends back
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an ACK, else if the CBG is received
in error the receiver sends back a
NACK (negative ACK).If the
transmitter receives an ACK, it
sends the next CBG. However, if
the transmitter receives a NACK, it
re transmits the previously
transmitted CBG.

Large number packet errors can be
observed in packet trace if HARQ is
turned OFF.

A HARQ entity is defined for each
gNB-UE pair, separately for Uplink
and Downlink and

for each component carrier. The
HARQ entity handles the HARQ
processes.

Max number of HARQ processes is
8in 4G

Max number of HARQ processes is
16 in 5G

Each Transport block is split into
Code blocks (CBs) and CBs are
grouped into Code Block Groups
(CBGsS).

A Code Block group can have up to
2/4/6/8 CBs.

HARQ Retry Limit specifies the
number of retransmissions
HARQ Retry Limit Local 0-4s attempts that will be made
whenever a Code Block fails due to
error.

The handover process in NetSim is
based on event A3 i.e., the target
signal strength is offset (3 dB)
higher than the source signal
strength. Handover interruption
time (HIT) is added at the time of
handover command is delivered to
the UE. During this time there is no
data plane traffic flow to the UE
from the source/target.

Handover interruption time can be
varied from O to 500ms.

The handover Margin is the offset
in dB that is used as part of the
event A3 handover process in
NetSim. Handover is triggered
Handover Margin Global 0-10dB when the target signal strength is
offset higher than the source signal
strength.

Range for Handover margin is from
0.0 to 10.0 with 3.0 as default

With Time-to-Trigger, the handover
is initiated only if the triggering
requirement is fulfilled for a time
interval specified by Time-to-
Trigger (ms). This parameter can
decrease the number of
unnecessary  handovers  and
effectively avoid Ping-Pong effects.

MAX HARQ process count Local 2,4,6,10,12,16

Max CBG per TB Local 2,4,6,8

Handover Interruption time = Global 0-500ms

Time to Trigger Global 0-5120ms
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3GPP defines 16 valid values for
time-to-trigger (all in milliseconds):
0, 40, 64, 80, 100, 128, 160, 256,
320, 480, 512, 640, 1024, 1280,
2560, and 5120.

Users can enter any value between
0 to 5120 in milliseconds.

NOTE: For detailed information on RLC, please refer RLC (Based on specification 38.322)

Protocol

3GPP series

Frame Duration
(ms)

Sub Frame
Duration (ms)

Subcarrier Number
Per PRB

gNB Height (m)

TX Power (dBm)

Duplex Mode

Fixed

Fixed

Fixed

Fixed

Fixed

Local

Local

Local

© TETCOS LLP. All rights reserved

Interface (5G_RAN) — Physical Layer

10ms

Ims

12

1-150m

-40dBm to 50dBm

TDD
FDD

LTE NR (New Radio) is the 5G radio access
technology. LTE-NR has the RLC and
PDCP layers similar to LTE and has
introduced a new layer named as SDAP
(Service Data Adaptation Protocol). The
frequency band for LTE NR is separated into
two different frequency ranges: Frequency
Range 1 (FR1) which includes sub-6 GHz,
bands, and Frequency Range 2 (FR2) which
includes mmWave bands.

NetSim 5G library is based on the 3GPP
38.xxx series. Some features in NetSim are
per Rel 16 and some others are per Rel 17.
The length of the frame in milliseconds. The
FRAMEDURATION is a non-editable
parameter whose value is fixed at 10 ms.
The length of the frame in milliseconds. The
SUBFRAMEDURATION is a non-editable
parameter whose value is fixed at 1 ms.
The number of Subcarriers per PRB is a
non-editable parameter whose value is fixed
at12.

Height of the base station (gNB) in meters.
NetSim implements the 3GPP propagation
models in which the Indoor gNB (placed
within a building) range is 1 to 10 meters,
while the Outdoor gNB range is 1 to 150
meters. NetSim only enforces the upper limit
of 150m for both indoor and outdoor gNBs.
In NetSim the Tx power range is -40dBm to
50dBm. The default value for Tx power is
23dBm for UEs and 40dBm for gNBs. When
running in MIMO mode the transmit power is
split equally amongst all the MIMO layers.
The number of MIMO layers is Min (Nt, Nr).
Time Division Duplexing: Downlink (DL) and
uplink (DL) transmissions are on the same
frequency band but separated in time.
Depending on the DL:UL ratio, slots are
allocated for DL/UL transmissions.
Frequency Division Duplexing: There are
different frequency bands for UL and for DL.
Hence UL and DL transmissions can occur
simultaneously.

NetSim supports both FDD and TDD bands
and various CA configurations and
Operating bands, for TDD and FDD, in FR1
and FR2 are available.
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INTER_BAND_CA
INTRA_BAND_CO
NTIGUOUS_CA
INTRA_BAND_NO
NCONTIGUOUS_C
A

SINGLE_BAND
CUSTOM_BAND

CA Type Local

Depends on CA

CA Configuration Local
Type

Depends on CA

CA Count Fixed
Type

Ver 14.0

In Carrier aggregation (CA) multiple
component carriers (CCs) are combined to
usually increase the bandwidth, and thereby
increase the bit rate. CA combinations are
divided into intra-band (contiguous and non-
contiguous) and inter-band.

Intra-band contiguous CA configuration
refers to contiguous carriers aggregated in
the same operating band.

Intra-band non-contiguous CA configuration
refers to non-contiguous carriers aggregated
in the same operating band.

Inter-band CA configuration refers to the
aggregation of component carriers in
different operating bands, where the carriers
aggregated in each band can be contiguous
or non-contiguous.

The single band drop-down options are per
TS 38.101-1 for FR1 and 38.101-2 for FR2
The drop shows the frequency band options
for the user to choose from.

This is a non-editable parameter that shows
the number of component carriers based on
the CA configuration. CA count would be 1
for Single Band configuration and will be
greater than or equal to 2 for carrier
aggregation.

NOTE: For detailed information to Frequency Range (FR1 & FR2), Please, refer PHY Layer

Mixed,
Slot Type Local Downlink,

Uplink,
Frequency Range Local FR1 & FR2

© TETCOS LLP. All rights reserved

Slot type can be Mixed, Uplink, or Downlink.
Mixed: In Mixed slot type, there will be both
downlink and uplink slots allocated. The
DL:UL ratio will determine how many slots
are to be allocated for downlink and for
uplink. The default value of the DL:UL ratio
is 1:1 which can be then changed by the
user. The setting is of the format x: y where
x and y are integers.

Uplink: In uplink slot type, there are only
uplink slots, and the DL:UL ratio will be fixed
by NetSim as 0:1. Note that uplink
applications running TCP protocol will
experience zero throughputs since there will
be no downlink slots available for ACK
transmissions

Downlink: In downlink slot type, there are
only downlink slots and the DL:UL ratio will
be fixed by NetSim as 1:0. Note that
downlink applications running TCP protocol
will experience zero throughputs since there
will be no uplink slots available for ACK
transmissions

The frequency bands for 5G NR is separated
into two frequency ranges. First, is
Frequency Range 1 (FR1) which includes
sub-6 GHz, frequency bands. The other is
Frequency Range 2 (FR2) which includes
frequency bands in the mmWave range.
FR1: 410 MHz — 7125 MHz

FR2-1: 24250 MHz — 52600 MHz

FR2-2: 52600 MHz — 71000 MHz

NetSim supports both FR1 and FR2.
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DL/UL Ratio

Operating Band

F Low (MHz)

F High (MHz)

Numerology

Channel Bandwidth

(MHz)

PRB Count

Guard Band (KHz)

Local

Fixed

Fixed

Fixed

Local

Local

Local

Local
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a:b

n34, n38, n39, n40,
n41, n50, n51, n77,
n78, n79, n257,
n258, n259, n260,
n261, n262, n263

2010-4400 MHz

2025-5000 MHz

n=0,1,23 4,5,
6

5-2000 MHz

242.5 - 147040 kHz

Ver 14.0

This is a non-editable parameter shown by
NetSim based on the CA configuration
chosen by the user.

Represents the ratio in which slots are
assigned to downlink and uplink
transmissions. The value is in the form of
a:b::DL:UL. Note that the ratio 1:0 or 0:1
might lead to NIL data transmissions since
the initial attachment procedures require
both- UL and DL control packet
transmissions.

The operating band whose numbering is
defined by 3GPP. This is a non-editable
parameter (except for custom band) that is
shown by NetSim based on the CA
configuration chosen by the user.

The lowest frequency of the Uplink/Downlink
operating band. This is a non-editable
parameter (except for custom band) shown
by NetSim based on the CA configuration
chosen by the user

The highest frequency of the
Uplink/Downlink operating band. This is a
non-editable parameter  shown by
NetSim based on the CA configuration
chosen by the user

Sub carrier spacing is derived from
numerology per the expression Af = 2 X
15kHz.

Thus,

Numerology = 0 means subcarrier spacing
15 kHz

Numerology = 1 means subcarrier spacing
30 kHz

Numerology = 2 means subcarrier spacing
60 kHz

Numerology = 3 means subcarrier spacing
120 kHz

Numerology = 4 means subcarrier spacing
240 kHz

Numerology = 5 means subcarrier spacing
480 kHz

Numerology = 6 means subcarrier spacing
960 kHz

The bandwidth can vary from 5 MHz to 100
MHz for TDD bands in FR1 frequency range
and 50 MHz to 2000 MHz for TDD bands in
FR2 frequency range. The bandwidth is
5MHz to 40 MHz in case of FDD bands.
Unit is MHz

PRB stands for physical resource block. The
PRB count is dependent on Channel
Bandwidth and automatically determined by
NetSim. It cannot be edited in the GUI.
Guard band is the unused part of the radio
spectrum between radio bands, for the
purpose of preventing interference.

The minimum guard bands are calculated
using the following equation:

(BWChannel x 1000 (kHz) —

NRB x SCSx12) /2 — SCS/2.Unit is kHz.
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Subcarrier Spacing @ Local 15 - 960 kHz
Bandwidth PRB Local 180 - 11520 kHz
10, 20, 40, 80, 160,
Slot per Frame Local 320, 640
1,2,4,8,16, 32,
Slot per Subframe Local 64
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Ver 14.0

In 5G NR, subcarrier spacing of 15, 30, 60,
120, 240,480,960 KHz are supported.
Subcarrier spacing = 15kHz (n = 0)
Subcarrier spacing = 30kHz (n = 1)
Subcarrier spacing = 60kHz (n = 2)
Subcarrier spacing = 120kHz (u = 3)
Subcarrier spacing = 240kHz (u = 4)
Subcarrier spacing = 480kHz (L= 15)
Subcarrier spacing = 960kHz (L = 6).

The PRB bandwidth is dependent on
numerology (4) as shown below. Unit =
kHz.

Bandwidth= 180 kHz (u = 0)

Bandwidth= 360 kHz (u = 1)

Bandwidth= 720 kHz (u = 2)

Bandwidth= 1440 kHz (u = 3)

Bandwidth= 2880 kHz (u = 4)

Bandwidth= 5760 kHz (u = 5)

Bandwidth= 11520 kHz (u = 6)

This represents the number of slots in a
frame and is a non-editable parameter.
NetSim determines the slots per frame,
based on the selected numerology, in the
following way

When p= 0, a subframe has only one slot,
and frame has 10 slots.

When p= 1, a subframe has 2 slots, and a
radio frame has 20 slots.

When p= 2, In this configuration, a subframe
has 4 slots in it, it means a radio frame
contains 40 slots in it.

When p= 3, In this configuration, a subframe
has 8 slots in it, it means a radio frame
contains 80 slots in it.

When p=4, In this configuration, a subframe
has 16 slots in it, it means a radio frame
contains 160 slots in it.

When p= 5, In this configuration, a subframe
has 32 slots in it, it means a radio frame
contains 320 slots in it.

When p= 6, In this configuration, a subframe
has 64 slots in it, it means a radio frame
contains 640 slots in it.

This represents the number of slots in a sub-
frame and is a non-editable parameter.
NetSim determines the slots per sub-frame,
based on the selected numerology, in the
following way

When p= 0, a subframe has only one slot
When p= 1, a subframe has 2 slots.

When p= 2, In this configuration, a subframe
has 4 slots in it.

When p= 3, In this configuration, a subframe
has 8 slots in it.

When p=4, In this configuration, a subframe
has 16 slots in it.

When p= 5, In this configuration, a subframe
has 32 slots in it.

When p=6, In this configuration, a subframe
has 64 slots in it.
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Slot Duration (us)

Cyclic Prefix

Symbol per Slot

Overhead (%) per
DL slot

Overhead (%) per
UL slot

Symbol Duration
(us)

BWP

Local

Local

1000, 500, 250,
125, 62.5, 31.25,
15.63 us

Normal

Ver 14.0

Slot duration is a non-editable parameter
that depends on numerology selected.

p= 0, Slot Duration = 1000 us

p= 1, Slot Duration = 500 us

p= 2, Slot Duration = 250 us

p= 3, Slot Duration = 125 us

p= 4, Slot Duration = 62.5 ps

p= 5, Slot Duration = 31.25 us

p= 6, Slot Duration = 15.63 us

If the cyclic prefix is set to "normal” then the
number of symbols per slot is 14, if it is set
to "extended" then the number of symbols
per slot is 12. All carriers have the "normal"
option while only certain carriers have the
"extended" option.

NOTE: Cyclic Prefix is Extended only for few CA types.

Local

Local

Local

Local

Local
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12, 14

0.01-0.99

0.01-0.99

71.43, 35.71,
17.86, 8.93, 4.47,
2.23,1.12

Disable

Symbol Per Slot is dependent on Cyclic
prefix.

If cyclic prefix is set to "Normal" then Symbol
Per Slot = 14

If cyclic prefix is set to "Extended" then
Symbol Per Slot =12

This represents the fraction of symbols in a
slot used for control signalling. The
remaining fraction is used for data
transmission. In NetSim calculations are
done over aggregated PRBs per the formula
given below:

Data PRB available = Total PRB available -
Ceil(Total PRB availablexOverhead
Fraction)

DL Fraction range 0.01 to 0.99

Default: 0.14 for FR1, 0.18 for FR2

In 4G Network the default value is 0.25 for
both FR1 and FR2.

This represents the fraction of symbols in a
slot used for control signalling. The
remaining fraction is used for data
transmission. In NetSim calculations are
done over aggregated PRBs per the formula
given below:

Data PRB available = Total PRB available -
Ceil(Total PRB available * Overhead
Fraction)

UL Fraction range 0.01 to 0.99

Default: 0.08 for FR1, 0.10 for FR2

In 4G Network the default value is 0.25 for
both FR1 and FR2.

Symbol duration is a non editable paramater
that depends the numerology selected

When u = 0, symbol duration = 71.43 us
When u = 1, symbol duration = 35.71 us
When u = 2, symbol duration = 17.86 us
When u = 3, symbol duration = 8.93 us
When u = 4, symbol duration = 4.47 us
When u = 5, symbol duration = 2.23 us

When u = 6, symbol duration = 1.12 us

A Bandwidth Part (BWP) is a contiguous set
of physical resource blocks (PRBs) on a
given carrier. These PRBs are selected from
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ANTENNA
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a contiguous subset of the common
resource blocks for given numerology (u).
This parameter is currently reserved for
future use. It therefore currently always set
as disabled.

1,2,4,8,16, 32,
TX Antenna Local 64, 128 in gNB
Count (1,2,4,8,161in
UE)
1,2,4,8,16, 32,
RX Antenna Local 64, 128 in gNB
Count (1,2,4,8,16in
UE)
Antenna Type Fixed
Boresight Angle  Local 0-360°
PDSCH CONFIG
QAM®64,
MCS Table Local QAM256,
QAM64LOWSE
XOHO,
XOHS,
X Overhead Local XOH12,
XOH18

The number of transmit antennas. This
parameter taken effect during MIMO operation;
the number of MIMO layers would be Min
(Nt, N7), where Nt is the transmit antenna count
at the transmitter and Nr is the receive antenna
count at the receiver. The layer wise gains
depends on the fading model chosen and is
explained in the 5G NR manual, digital
beamforming section.

The number of receive antennas. This
parameter taken effect during MIMO operation;
the number of MIMO layers would be Min
(Nt, Nr), where Nt is the transmit antenna count
at the transmitter and Nr is the receive antenna
count at the receiver. The layer wise gains
depends on the fading model chosen and is
explained in the 5G NR manual, digital
beamforming section.

NetSim supports two types of Antenna,
Omnidirectional and Sector Antennas.

NetSim implements a 2D parabolic sector
antenna as per 3GPP TR 37.840. The boresight
angle denotes the direction of maximum gain,
or the highest radiated power. The angle is
defined to start at O from the positive X-axis. If
positive Y points downward, the angle
increases on clockwise rotation from the
positive X-axis. If positive Y points upward, the
angle increases in an anti-clockwise direction
from the positive X-axis. The units for the
boresight angle are in degrees.

MCS Table stands for modulation and coding
scheme Table. The selection options are
QAM64, QAM 256, and QAM64LOWSE.

We recommend users set the same MCS table
for PDSCH and PUSCH. The appropriate CQI
table setting would be as follows:

For QAM64 - Tablel

For QAM256 - Table 2

For QAM64LOWSE - Table 3

Accounts for overhead from CSI-RS,
CORESET, etc. If the xOverhead in PDSCH-
ServingCellconfig is not configured (a value
from 0, 6, 12, or 18), NJFE the is set to 0.

PUSCH CONFIG

QAMG4,
QAM2586,
QAMB4LOWSE

MCS Table Local
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MCS Table stands for modulation and coding
scheme Table. The selection options are
QAM64, QAM 256, and QAM64LOWSE.

We recommend users set the same MCS table
for PDSCH and PUSCH. The appropriate CQI
table setting would be as follows:

For QAM64 - Tablel
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Transform
Precoding

Local

Enable/Disable

Ver 14.0

For QAM256 - Table 2

For QAM64LOWSE - Table 3

Transform Precoding is the first step to create
DFT-s-OFDM waveform. Transform Precoding
is to spread UL data in a special way to reduce
PAPR (Peak-to-Average Power Ratio) of the
waveform. In terms of mathematics, Transform
Precoding is just a form of DFT(Digital Fourier
Transform).

CSIREPORT CONFIG

CQIl Table

CHANNEL MODEL

Pathloss Model

Outdoor
Scenario

Building Height
(m)

Street Width (m)

Indoor Scenario

Indoor Office
Type
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Local

Local

Local

Local

Local

Fixed

Local

Tablel,
Table2,
Table3

3GPPTR38.901-

7.4.1

LOG DISTANCE

NONE

Rural Macro
(RMa)
Urban Macro
(UMa)
Urban Micro
(UMi)

5-50m

5-50m

Indoor Office

Mixed-Office
Open-Office

The CQI indices and their interpretations are
chosen from Table 1 or Table 3 for reporting
CQl based on QPSK, 16QAM, and 64QAM. The
CQl indices and their interpretations are chosen
from Table 2 for reporting CQI based on QPSK,
16QAM, 64QAM and 256QAM.

This is based on 3GPP Table 5.2.2.1-2, Table
1, Table 2 and Table 3.

Users must set the MCS and CQI tables in the
following combination

QAM64: CQI Table 1

QAM 256: CQI Table 2

QAM 64 LOWSE: CQI Table 3

NetSim computes signal attentuation per the
mean pathloss model. The options currently
available at None, 3GPP based and Log
distance.

There are three types of outdoor scenarios
possible namely: Rural Macro, Urban Macro,
and Urban Micro, as defined in
the 3GPPTR38.900 standard. The propagation
characteristics of these scenarios are provided
in the 5G NR Technology library manual,
section Propagation Models.

Height of building in meters. Range is 5m to
50m.

The building height can be varied in scenarios
where UEs are placed inside the building and
where the pathloss and other parameters are to
be evaluated.

The impact of building height can be seen in
outdoor scenarios per formulas provided in the
5G NR Technology library manual, section
Propagation Models (Per 3GPPTR38.900
Channel Model)

Width of the street in meters. Range is 5 to 50
meters.

The impact of street width can be seen in
outdoor scenarios and will per formulas
provided in the 5G NR Technology library
manual, section Propagation Models (Per
3GPPTR38.900 Channel Model)

This is a scenario where gNB and UE are within
an indoor building

There are two types of Indoor Office (InH):
Mixed-Office, and Open-Office. An indoor
scenarios is defined as one where we have both
gNBs and UEs present within a building. Path-
loss is higher than an Open-Office scenario.
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LOS/NLOS
Selection

LOS Probability

Shadow Fading
Model

Fading and
Beamforming

O2I Building
Penetration
Model

Additional Loss
Model

Path Loss
Exponent (i)
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Fixed

Local

Local

Local

Local

Local

Local

3GPPTR38.901-
Table 7.4.2-1
USER_DEFINED

Otol

NONE
3GPPTR38.901

NO_FADING_MIM
O_UNIT_GAIN,
NO_FADING_MIM
O_ARRAY_GAIN,
RAYLEIGH_WITH_
EIGEN_BEAMFOR
MING

None,
Low Loss Model,
High Loss Model,

NONE,
MATLAB

2t05

Ver 14.0

3GPPTR38.901-Table7.4.2-1

The LOS mode, either Line-of-sight or Non-
Line-of-sight is based on LOS probability
calculated per the TR 38 901_Standard
Table7.4.2-1

User Defined

LOS probability is not per standard but is based
on user input. NetSim will determine whether a
device is in line-of-sight or non-line-of-sight
based on the LOS probability value set by the
user.

LOS Probability defines the LOS mode. If LOS
Probability=1, the LOS mode is set to Line-of-
Sight explicitly and if the LOS Probability=0, the
LOS mode is set to Non-Line-of-Sight explicitly.
For, any value between 0-1 LOS mode is set
per the given probability, by tossing a biased
coin.

Models for signal attenuation due to shadowing.
3GPPTR38.901: 3GPPTR38.901 model is
suitable for a scenario with mobility and
obstructions within the propagation
environment. In this model, the shadowing
value follows a log-normal distribution with a
user specified standard deviation. In general,
this value should be in the range of 5 to 12 dB
depending on the density of obstructions within
the propagation environment.

None: To disable the Shadow fading Model.
RAYLEIGH WITH EIGEN BEAMFORMING:
When fading and beamforming is enabled,
NetSim uses the rich scattering in the channel
to form spatial channels. The number of spatial
channels is equal to the number of layers (in
turn equal to Min (Nt, Nr)). The beamforming
gains in the spatial channel is equal to the eigen
values of the channel covariance (wishart)
matrix.

NO FADING: To disable the fading and
beamforming.

A model for signal attenuation due to Path-loss
combined with fading, shadowing and 02I loss.
The 02 loss is the Outdoor-to-Indoor
penetration loss where the signal attenuates
when it penetrates through structures like
concrete wall, glass, wood etc.

Low-loss model is applicable to RMa.

High-loss model is applicable to UMa and UMi.
None to disable the O2I loss..

Additional loss model can be set to NONE or
MATLAB. If set to MATLAB then MATLAB will
be automatically called by NetSim during
execution.

Note: NetSim Academic version does not
support MATLAB.

Path loss exponent indicates the rate at which
the path loss increases with distance. The value
depends on the specific propagation
environment.

Set any value between 2 to 5.
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Reference

Distance dO (m) Loz
Shadowing
Model Local
Standard

Local

Deviation (dB)

INTERFERENCE MODEL

Downlink
Interference
Model

Global

Uplink
Interference
Model

Global

0T value (dB) Global

1-10m

NONE,
Log Normal

5to 12 dB

NO_INTERFEREN
CE,
GRADED_DISTAN
CE_BASED_WYN
ER_MODEL,
EXACT_GEOMET
RIC_MODEL

NO_INTERFEREN
CE,
INTERFERNEC_O
VER_THERMAL

0to 20

Ver 14.0

d
PL = PLg, + 10X 7 X log (d_)
0
PL: is the path loss at the reference distance dO.

Unit: Decibel (dB)

d : is the distance between the transmitter and
the receiver

dy: is the reference distance defined in the
standard.

See propagation-model.pdf  for
information

n: is the path loss exponent
Constant: A shadowing model is used to
represent the signal attenuation caused by
obstructions along the propagation path. The
constant shadowing model is suitable for the
scenarios  without mobility where the
obstructions along the propagation paths
remain unchanged.

Log Normal: The lognormal shadowing model
is suitable for a scenario with mobility and
obstructions within the propagation
environment. In this model, the shadowing
value follows a log-normal distribution with a
user specified standard deviation. In general,
this value should be in the range of 5 to 12 dB
depending on the density of obstructions within
the propagation environment.

Shadowing is caused mainly by terrain features
of the radio propagation environment. The
mathematical model for shadowing is a log-
normal distribution with standard deviation of 5
to 12 dB.

Set any value between 5 to 12 dB.

more

DL interference options are No interference,
Graded Distance based Wyner model and
Exact geometric models. If no interference is
chosen then in the SINR calculations, the
values of | is set to zero. Wyner and geometric
models compute interference. Wyner is an
approximate model used by the research
community while the geometric model is exact.
Technical details of the two models are
provided in the 5G NR/4G manual.

NetSim uses Interference-over-thermal (I0T), to
model co-channel uplink interference..

The Uplink IoT (dB) value is used to compute
the SINR, and Interference power based on the
following equations:

SINR (dB) = SNR(dB) — IoT(dB)
The interference power (dBm units), logged in
the radio measurements file will be given as

[ (dBm) = 10 X log,, (N X (1010T (dB)—l))
where N is thermal noise and is equal to k X TB.

ERROR MODEL AND MCS SELECTION

MCS Selection

Model Global

© TETCOS LLP. All rights reserved

IDEAL_SHANNON

NetSim determines the modulation and coding

_THEOREM_BASE scheme in 5G and LTE, based on received

D_RATE,

SINR, per the following models:
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SHANNON_RATE_ Ideal Shannon Theorem-Based Rate: Spectral
WITH_ATTENUATI Efficiency is computed as
ON_FACTOR Spectral Ef ficiency = log(1 + SINR)
Shannon Rate with Attenuation Factor (a):
Spectral Efficiency is computed as
Spectral Ef ficiency = a xlog(1 + SINR)
Then the 3GPP standards Spectral Efficiency
vs MCS Table is looked up to select the MCS.
This could be the 64QAM table, 256 QAM table,
or the 64QAMLOWSE table depending on what
was chosen by the user.
Attenuation Global  05-1 Attenuation factor () takes value between 0.5
Factor ' and 1 with the default value of 0.75.
Block Error Rate Model (BLER) is used to
decide code block and transport block error in
5G and LTE. If set to true then NetSim looks up
the SINR-CBS-MCS vs. BLER tables to decide
on the code block errors rate for the chosen
MCS. Here MCS will be chosen as explained in
the MCS selection section. If OLLA is enabled
then MCS bump up/down will be based on
HARQ ACKs/NACKsS.
The Outer Loop Link Adaptation (OLLA)
technique, if enabled can improve the channel
. quality estimation by adjusting the value of
Outer_loop link Global TRUE SINR by an offset dependent on whether
adaption FALSE : -
previous  transmissions were  decoded
successfully or not, as captured by Hybrid
Automatic Repeat Request (HARQ) feedback
The OLLA algorithm in NetSim is designed to
converge the transport BLER to the set value of
the target BLER.
Range: 0to 1
Propagation Model: Refer mmWave Propagation Models (Per 3GPPTR38.900 Channel Model)
for technical information.

UE Properties
Interface (5G_RAN) — Physical Layer

UE Height (m) Local 1-225 It is the height of the UE in meters.

In NetSim the Tx power range is -40dBm to
50dBm. The default value for Tx power is
23dBm for UEs and 40dBm for gNBs. When
running in MIMO mode the transmit power is
split equally amongst all the MIMO layers. The
number of MIMO layers is Min (Nt, Nr).

ZERO_BLER

BLER Model Global 5| ERENABLE

Target BLER Global 0-1

TX Power (dBm) Local -40 dBm to 50 dBm

ANTENNA
The number of transmit antennas. This
parameter taken effect during MIMO
operation; the number of MIMO layers would
be Min (Nt, Nr), where Nt is the transmit
Local 1,2,4,8,16 antenna count at the transmitter and Nr is the
receive antenna count at the receiver. The
layer wise gains depend on the fading model
chosen and is explained in the 5G NR manual,
digital beamforming section.
The number of receive antennas. This
RX Antenna parameter taken effect during MIMO
Count Local 1.2,4,8,16 operation; the number of MIMO layers would
be Min (Nt, Nr), where Nt is the transmit

TX Antenna
Count
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antenna count at the transmitter and Nr is the
receive antenna count at the receiver. The
layer wise gains depend on the fading model
chosen and is explained in the 5G NR manual,
digital beamforming section.

5G Logs

LTENR Radio
Measurements
Log

LTENR
Resource
Allocation Log

LTENR
Handover TTT
Log

LTENR Code
Block Log

LTENR OLLA
Log

|IEEE 802.11
Radio
Measurement
Log

IEEE 802.11
Backoff Log

IEEE 802.11 Log

Global

Global

Global

Global

Global

Global

Global

Global

© TETCOS LLP. All rights reserved

Enable or Disable

Enable or Disable

Enable or Disable

Enable or Disable

Enable or Disable

Enable or Disable

Enable or Disable

Enable or Disable

The LTENR Radio measurements csv log file
records Timestamp, Device ID, Distance,
Pathloss, Shadow fading loss, Received
power, SNR, Interference Power, SINR, MCS,
CQI, Beamforming gain and more, for each
carrier on the PDSCH, PUSCH and SSB.
PDSCH and PUSCH measurements are
logged every sub-frame while SSB
measurements are logged every UE
measurement report.

The 5G Radio Resource Allocation csv log file
records information related to physical
resource block (PRB) allocation such as the
Total PRBs, Slot Start Time(ms), Slot End,
BitsPerPRB, BufferFill, Allocated PRBs, Rank
(scheduling metric) and more, in the DL and in
the UL. All these parameters are written in
every slot.

Records the events that occur during a
handover. This contains the time stamp,
serving cell ID, UE ID, target cell ID, and
Handover Trigger time (time at which the
handover condition was met) - when the TTT
parameter is enabled. The log can be used to
identify handover attempts and the impact of
TTT on handovers.

Records parameters associated with Code
Block segmentation such as Process ID, TB
size, Modulation, Code Rate, CBS, BLER,
CBG ID, etc. along with remarks on events
associated with HARQ and PRB allocation.
This will be useful to understand BLER model
and Code Block segmentation in 5G.

Logs parameters associated with Outer Loop
Link Adaptation(OLLA) such as CQI with and
without OLLA, phy SINR, SINR Delta, Virtual
SINR, etc along with time stamps, gNB ID, UE
ID , etc. This log can be used to understand
OLLA mechanism in 5G.

Records pathloss, shadowing loss, fading
loss, transmitted power, received power,
SNR, Interference Power, SINR, SNR, BER,
NSS, MCS, etc. This log can be used to
understand the channel model and its impact
on varying channel conditions.

Records details such as the Device name,
Time stamp, Packet ID, BackoffTime,
contention Window size and Retry Limit. This
log can be used to understand the Medium
access mechanism in IEEE 802.11 Protocols.

Records events and states associated with
IEEE 802.11 protocols along with time
stamps. This file can be wused for
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OSPF Hello Log Global Enable or Disable

TCP Log Global Enable or Disable

Ver 14.0

understanding and debugging through the
protocol internals.

Records events and states associated with
the OSPF Protocol, such as the control
message exchanges, interface state update,
etc along with timestamps

Logs the events associated with OSPF Hello
messages with timestamps. This includes
hello interval timer events, hello message
update, hello message processing, etc.

Records events associated with TCP
connection states such as LISTEN, SYN-
SENT, SYN-RECEIVED, ESTABLISHED,
FIN-WAIT-1, FIN-WAIT-2, CLOSE-WAIT,
CLOSING, LAST-ACK, TIME-WAIT, and
CLOSED.

Table 2-1: 5G Config Properties

2.4.1 Devices: Click and drop into environment

a. AMF, UPF, and SMF:

Exactly one set of these devices are automatically placed by NetSim into the

environment and connected appropriately to switches.
These devices are part of the 5G core.

These devices which are placed onto the environment cannot be deleted by the user.

b. Add a gNB(Macro cell gNB Omni Antenna, Small cell gNB Antenna and Sector Antenna):

Click the gNB icon on the toolbar and place the gNB in the grid it will automatically
connect to the L2_Switches connected to the AMF and UPF. The logical connectivity of

the different interfaces (Xn, N1-N2, and N3) are broken out into different physical links.
gNBs can also be placed inside the building based on the network scenario created.

Every gNB should be connected to at least one UE.

c. Add a User Equipment (UE):

Click the UE icon on the toolbar and place the UE in the grid.

UE’s can also be placed inside the building based on the network scenario created. The

UE’s are always assumed to be connected to one gNB.

A UE can never be connected to more than one gNB, and neither can it be out-of-range

of all gNBs.

d. Add a Router: Click on Router and drop it onto the environment. At least one Router should

be connected to a UPF. A router is not a mandatory requirement.
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e. Add a L2 Switch or Access Point: Click the L2 Devices > L2_Switch icon or L2 Devices >

Access_Point icon on the toolbar and place the device in the grid.

f. Add a Wired Node and Wireless Node: Click the Node > Wired_Node icon or Node >

Wireless_Node icon on the toolbar and place the device in the grid.

g. Add a Building: Click the Building icon on the toolbar and place the building in the grid.

Buildings will have an impact on RF propagation losses if Pathloss_Shadowfading_O2I

is selected

A building occupies a minimum 1 cell on the grid and a maximum size equal to the

complete grid. The default size is 10 cells * 10 cells.

An empty space of 10 cells * 10 cells within the grid is required to place a building.

Two buildings cannot be overlap one another.

The resizing corners of a building includes South and East edges and South-East corner.

The maximum number of buildings supported in NetSim is ten (10)

h. Connect the devices in 5G NR network by using Wired/Wireless Links present in the top

ribbon/toolbar. While connecting gNB and UE, the following connections are allowed:

Outdoor gNB to Outdoor UE.

Outdoor gNB to Indoor UE.

Indoor gNB to Indoor UE.

Connecting Indoor gNB to Outdoor UE is not allowed in NetSim.

Based on gNBs/UEs placed inside or outside of the buildings NetSim automatically
chooses the indoor/outdoor propagation models during simulation.

i. Configure an application as follows:

Click the application icon on the top ribbon/toolbar.
Specify the source and destination devices in the network.

Specify other parameters as per the user requirement.

j. Setthe properties of UPF, AMF, SMF, gNB, UE, and other devices as follows:

Right-click an UPF, AMF, and SMF click Properties and modify the interface and layer-

wise properties to your requirement.

Right-click a gNB or UE, click Properties and specify the parameters.
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o The TX Power_per_layer (dBm) parameter (Interface 5G_RAN - Physical_Layer) is
local and if you change this parameter in gNB or UE, manually update the parameter
for the other devices.

o The PDCP_Header_Compression, PDCP_Discard_Delay_Timer,

and PDCP_Out_of Order Delivery  parameters (Interfface 5G_RAN -
DatalLink_Layer) are local and if you change any of these parameters in gNB or UE,

manually update the parameter for the other devices.

» Right-click an Access_Point, L2_Switch, Wireless_Node or Wired_Node and specify the

parameters.

o The Interface_Wireless > Physical Layer and Interface_Wireless > DataLink Layer
parameters are local and if you change any of these parameters in Access_Point or

Wireless_Node, manually update the parameter for the other devices.
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3 Model Features

3.1 The 5G Frame Structure

In 5G-NR the physical time and frequency resources correspond to OFDM symbols (time) and
subcarriers (frequency) respectively. The physical radio resources in each frame (or subframes)
can be considered as a resource grid made up of OFDM subcatrriers in the frequency domain,
and OFDM symbols in the time domain. The smallest physical resource, known as the resource
element (RE), comprises one subcarrier (frequency) and one OFDM symbol (time).

5G NR supports a flexible OFDM numerology to support diverse spectrum bands/types and
deployment models. The numerology, u, can take values from 0 to 4 and specifies the Sub-
Carrier-Spacing (SCS) as 15 x 2# kHz and a slot length of Ziu ms. With u varying from 0 to 4, SCS
varies from 15 to 240 kHz. NetSim supports u = 0, 1, 2 for FR1 and u = 2, 3 for FR2. The setting

u = 0 corresponds to the LTE (4G) system configuration.

1 Radio Frame = 10 Sub Frames = 10 ms

—

A
Y

120 kHz

1 Sub Frame = 1 ms = 8 Slots

1 Sub Carrier

1 Slot = 125 ps and carries 14 OFDM symbols

Figure 3-1: NR Frame Structure when numerology u is setto 3
In the time domain (to support backwards compatibility with LTE) the frame length in 5G NR is
set to 10 ms, and each frame is composed of 10 subframes of 1 ms each. The 1 ms subframe is

then divided into one or more slots in 5G, whereas LTE had exactly two slots in a subframe. The
slot length depends on the numerology, &, and is equal to Zi” ms. The number of OFDM symbols

per slot is 14 for a configuration using normal cyclic prefix. For extended cyclic prefix, the number

of OFDM symbols per slot is 12. See section 3.9.9.1- Numerologies, for more information.
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In the frequency domain, the number of subcarriers per physical resource block (PRB) is fixed to
12, and the Sub-Carrier-Spacing (SCS) is 15 x 2#* kHz.

Physical Resource Block (PRB): The PRB is the minimum unit of resource allocation in the
frequency domain, i.e., the width of a resource block, 180 kHz. It is a system-level constant. For
example, a PRB can either contain 12 subcarriers of 15 kHz each. As a formula, PRBy ;g =
12 x 15 x 2* kHz.

Resource Block (RB): Itis the minimum unit of resource allocation, i.e., 1 PRB by 1 slot. NetSim’s
scheduler performs resource allocation every subframe (TTI, transmission time interval),
however, the granularity of resource allocation is 1 slot in time, i.e., the duration of a resource

block, and 1 PRB in frequency. One sub-carrier by one symbol is defined as a resource element.
3.2 Data Transmission Overview

* In NetSim only the DL and UL traffic channels (PDSCH and PUSCH) are modelled. The
control signals and control channels are abstracted; these abstractions are explained is

various parts of this document.

* |n TDD operation the UL and DL transmissions are separated in the time-domain over
different frames/subframes/slots/symbols and use the same carrier frequency. In FDD
operation UL and DL transmissions are separated in the frequency domain, with different

frequencies used for UL and for DL transmission.
» Higher layer packets arrive at the RLC buffer for each UE and each gNB.

» Prior to transmission, the MAC scheduler in the gNB determines the allocation of PRBs
(PHY resources) to users. In this module the Transport block size (TBS) (explained in
3.9.12) is computed using the channel quality index (CQI). The CQI is determined by the
Adaptive Modulation and Coding (AMC) function based on the SNR.

= Now, the received SNR is determined from a) large scale pathloss and shadowing
calculated per the 3GPP’s stochastic propagation models, and b) the small-scale fading
which leads to beamforming gains when using MIMOZ2. These models provide signal
attenuation as an output. Several parameters are used in the model, including the distance
between the transmitter and the receiver. These computations are executed each
associated UE-gNB pair, in DL and UL, at the start of simulation and again at every mobility

event. In calculating SNR, the noise power is obtained from N = k X T X B.

* Note that the SNR/CQI is not computed/fed-back using reference signals/control channels
but is computed on the data channel (PDSCH and PUSCH). Then it is assumed to be

2 MIMO and beamforming are explained in section 3.9
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instantaneously known to the transmitter and receiver. This assumption is known as perfect
CSIT and CSIR. With perfect CSIT the transmitter can adapt its transmission rate (MCS)

relative to the instantaneous channel state (SNR).

= Based on this SNR the AMC determines a wideband CQI which indicates the highest rate
Modulation and coding scheme (MCS), that it can reliably decode, if the entire system
bandwidth were allocated to that user. The modulation scheme defines the number of bits,
that can be carried by a single RE. Modulation scheme supported by 5G include QPSK (2
bits), 16 QAM (4 bits), 64 QAM (6 bits), and 256 QAM (8 bits). The code rate defines the
proportion of bits transmitted that are useful. It is computed as the ratio of useful bits by total
bits that are transmitted. The modulation order Q,,,, which denotes the number of bits per
RE, and the code rate denoted by R are jointly encoded as modulation and coding scheme

(MCS) index. These values of Q,,, and R are then passed to the TBS determination function.

= At each gNB a frame of length 10ms is started. Each frame in turn starts 10 sub frames
each of length 1ms. Each sub frame then starts a certain number of slots based on

numerology.

= The PHY layer in NetSim then notifies the MAC about the slot start. The MAC sub layer in
turn seeks a buffer status report from the RLC layer and invokes the MAC scheduler. It then
notifies the RLC of the transmission. The RLC then transmits the transport block to the PHY
layer. The downlink and uplink data channels (PDSCH, PUSCH) receive this transport block
as its service data unit (SDU), which is then processed and transmitted over the radio

interface.

3.3 5G NR Stack

————— - _— e -
| | | |
| sDAP  f—1} [ soar |
| | | |
I pocp  |+— | PDCP |
| | | |
| RLC [~} ! RLC |
| | | |
| MAC — . MAC |
| | | |
| PHY  [— } PHY |
| e 1 | — — ]
UE gNB

Figure 3-2: User Plane Protocol Stack
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| NAS | i — nNAs
| | |
| RRC |« | = Rrc I | LR |
: PDCP |« i : »| PDCP I : |
RLC < I - RLC I |
| ] || |
| MAC |e | I » mac I | |
| PHY  |e—f I »|  PHY |
| ) - |
mpmp—._ | - il |
UE gN\B EPC (PGW&SGW)

Figure 3-3: Control Plane Protocol Stack
3.4 SDAP (Specification: 37.324)
The features in NetSim SDAP are:

= Mapping between a QoS flow and a data radio bearer (DRB) per the new QoS framework

= Marking QoS flow ID (QFI) in both DL and UL packets.

5G NR New QoS Framework

< Application /Service Layer >

%ﬂ@&/ Data packets from applications \a% %
\'/
/ “NAS” filters
(mapping packet\ ’

to QoS flows and apply marking)

Packet filters classify
I— packets to SDFs

Mapping flows
. o DRBs |

\ Packets marked with “QoS Flow ID”
PDU session

)
| AN CN_UP

Figure 3-4: 5G Quality of Services (QoS)

In NetSim the SDAP module’s SetMode function maps the Application QoS Type (which can be
set in NetSim’s GUI) to RLC mode.

Application QoS (Set in NetSim GUI) | RLC Mode \ Priority

nrtPS, ertPS, rtPS, UGS UM Mode GBR
BE AM Mode Non-GBR

Table 3-1: Mapping of Application QoS to RLC mode in NetSim

In the same function, the logical channel is also set to DTCH which is the dedicated traffic channel.
Next comes the MAC_OUT function. This function determines what the current device is

connected to i.e., if it is a UE, it finds the associated gNB, else if the current device is a gNB it
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finds the associated UEs. The SDAP header is then added which contains the QFI. Recall that

the NetSim 5G NR library only supports unicast transmissions (i.e., broadcast is not supported).

After this is the SendToNetwork function. This function is called when a packet is at MAC-IN at
the receiver. The function creates the Network Event, sets all the Event-Details and sends the
packet to IP layer. And finally, the HandleMacIN function decides whether the packet must be
sent to another interface (if intermediate device) or sent to network layer (if end device). The
header is stripped off.

3.4.15G QoS characteristics

5G Quality of Service (QoS) model is based on QoS Flows. Each QoS flow has a unique identifier
called QoS Flow Identifier (QFI). There are two types of flows: Guaranteed Bit Rate (GBR) QoS
Flows and Non-GBR QoS Flows. Every QoS flow has a QoS profile that includes QoS parameters
and QoS characteristics. Applicable parameters depend on GBR or non-GBR flow type. QoS
characteristics are standardized or dynamically configured.

The current NetSim COTS build does not implement 5G QoS. All traffic flowing is categorized as
non-GBR. A framework has been provided for users to modify the underlying code to implement

QoS flow categorization in terms of:

Resource Type (GBR, Delay critical GBR or Non-GBR);
Priority Level.

Packet Delay Budget.

A wDnPF

Packet Error Rate.

3.5 RLC (Based on specification 38.322)

NetSim RLC entity is based on 3GPP Technical specification 38.322. The RLC layer sits between
PDCP and MAC layer. The RLC has three different modes of operation: TM (Transparent Mode),
UM (Unacknowledged Mode) and AM (Acknowledge mode) as shown in Figure 3-5.
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Figure 3-5: RLC Modes of operation and RLC Entities

A summary of key features of these modes is as follows:

= TM: No RLC Header, Buffering at Tx only, No Segmentation/Reassembly, No feedback (i.e,
No ACK/NACK)

= UM: RLC Header, Buffering at both Tx and Rx, Segmentation/Reassembly, No feedback
(i.e., No ACK/NACK)

» AM: RLC Header, Buffering at both Tx and Rx, Segmentation/Reassembly, Feedback (i.e.,
ACK/NACK)

Each of these modes can both transmit and receive data. In TM and UM, separate entity is used
for transmission and reception, but in AM a single RLC entity perform both transmission and
reception,

NetSim implements all the 7 entities for the RLC that are shown in Figure 3-5. Note that each of

logical channels use a specific RLC mode:
» BCCH, PCCH, CCCH use RLC TM only.
= DCCH use RLC AM only.

= DTCH use RLC UM or AM. (Which mode is used for each DTCH channel, is determined by
RRC message).

The RLC entities provide the RLC service interface to the upper PDCP layer and the MAC service
interface to the lower MAC layer. The RLC entities use the PDCP service interface from the upper

PDCP layer and the MAC service interface from the lower MAC layer.
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SDAP IN
SDAR IN

LTEMR PDCP.c LTENR PDCP.c

PDCE OUT PDCP QUT

LTENR PDCP.elh
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LTENR_RLC.C LTENR_RLC.C

RLC OUT RLC OUT

AM RLC

LTEMR RLC AM.c
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Transmission Status Notification Transmission Status Notification
] ] |
LTENR MAC.C LTENR MAC.C
MAC_ouT MAC_OUT 1

Figure 3-6: Implementation Model of PDCP, RLC and MAC entities

The main call at the transmit side RLC is done in the function
fn_NetSim_LTENR_RLC_HandlePDUFromUpperLayer() in the file LTENR_RLC.c

Then the MAC Layer calls the following function in LTENR_RLC.c

UINT fn_NetSim_LTENR_RLC_BufferStatusNotificaton(NETSIM_ID d, NETSIM_ID in,
NETSIM_ID r, NETSIM_ID rin, LTENR_LOGICALCHANNEL logicalChannel) to know the buffer
status in order to do the scheduling

Once the MAC Layer allocates resources it calls the following function in LTENR_RLC.c

void fn_NetSim_LTENR_RLC_TransmissionStatusNotification(NETSIM_ID d, NETSIM_ID in,
NETSIM_ID r, NETSIM_ID rin, UINT size, LTENR_LOGICALCHANNEL logicalChannel)

UM stands for 'Unacknowledged Mode'. 'Unacknowledged Mode' means 'it does not require any
reception response from the other party'. 'Reception response’ simply mean '‘ACK' or 'NACK' from
the other party. (UM mode is similar to TM mode in that it does not require any ACK/NACK from
the other party, but it is different from TM in that it has its own header)

Per the figure below the RLC transmit side (All the RLC UM functionality is available in the file
LTENR_RLC_UM.c in the project LTE_NR).

= Buffers the data and generates RLC Header. This is handled in NetSim by the function void
LTENR_RLC_UM_HandlePDUFromUpperLayer()
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= Segmentation of the RLC SDU and modification RLC Header (Some fields in RLC header
may be changed based on the segmentation status)
= Adds RLC header.

o The above two functionalities are handled in NetSim by the function UINT
LTENR_RLC_UM_SEND_PDU (NETSIM_ID d, NETSIM_ID in,NETSIM_ID r,
NETSIM_ID rin, UINT size, LTENR_LOGICALCHANNEL logicalChannel) which in turn
calls the function static NetSim_PACKET*

LTENR_RLC_UM_FRAGMENT_PACKET (NetSim_PACKET* p, UINT size, UINT sn)
and the function static int LTENR_RLC_UM_ADD_HDR(NetSim_PACKET* p

NOTE: If you compare this in LTE process, it seems that UM RLC does not perform any 'Concatenation’.
According to the following statement from 38.322 v0.1.0, the 'concatenation’ process is moved to MAC
layer. From RAN2 NR#1: Working assumption on no RLC concatenation taken at RAN2#96 is confirmed
(i.e., concatenation of RLC PDUS is performed in MAC).

The main call at the receive side RLC is done in the function void
fn_NetSim_LTENR_RLC_ HandleMACIN() in the file LTENR_RLC.c

The RLC on the receive side:
= Buffers. Here the RLC waits for all the fragments to arrive.

o This is handled in NetSim by the function void LTENR_RLC_UM_RECEIVE_PDU(). If
there is no fragments then call LTENR_CallPDCPIN(); else call
LTENR_RLC_UM_RECEIVE_PDU_WITH_SN();

» Reorders, if required
» Strips the RLC header
= Reassembles

o The above three functionalities are handled in NetSim by the code in the region #pragma
region RLC_UM_RECEPTIONBUFFER
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Figure 3-7: RLC UM working

NetSim GUI RLC Configurable parameters

The following timers are configured per TS 38.331 [5]:

a.

t-PollRetransmit: This timer is used by the transmitting side of an AM RLC entity in order to
retransmit a poll. Default value in NetSim is set to ms5(5 milli seconds). Range is provided in

the GUI dropdown menu.

t-Reassembly: This timer is used by the receiving side of an AM RLC entity and receiving
UM RLC entity in order to detect loss of RLC PDUs at lower layer. If t-Reassembly is running,
t-Reassembly shall not be started additionally, i.e., only one t-Reassembly per RLC entity is
running at a given time. Default value in NetSim is set to ms5(5 milli seconds). Range is

provided in the GUI dropdown menu.

t-StatusProhibit: This timer is used by the receiving side of an AM RLC entity in order to
prohibit transmission of a STATUS PDU. Default value in NetSim is set to ms5(5 milli
seconds). Range is provided in the GUI dropdown menu. The following parameters are
configured per TS 38.331 [5]:

maxRetxThreshold: This parameter is used by the transmitting side of each AM RLC entity
to limit the number of retransmissions corresponding to an RLC SDU, including its segments.

Default value in NetSim is set to t1. Range is provided in the GUI dropdown menu.

pollPDU: This parameter is used by the transmitting side of each AM RLC entity to trigger a
poll for every pollPDU PDUs. Default value in NetSim is set to p4(PDUs). Range is provided
in the GUI dropdown menu.
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f. pollByte: This parameter is used by the transmitting side of each AM RLC entity to trigger a
poll for every pollByte bytes. Default value in NetSim is set as kB25 (KBytes). Range is
provided in the GUI dropdown menu.

3.6 RLC-AM (Based on specification 38.322)

AM stands for 'Acknowledge Mode'. This means an ACK/NACK is required from the receiver
unlike RLC-UM where no ACK/NACK is required from the receiver. The code for RLC-AM mode
is written in the file LTENR_RLC_AM.c

AM-RLC channel

Generate RLC header
and store
transmission

buffer

Remove RLC header
Segmentation Retransmission

Modify RLC header buffer

RLC control SDU reassembly

Reception
buffer & HARQ
reordering

Add RLC header

Routing

— [
DICHDCCH DTCHDCCH

Figure 3-8: RLC AM Working
The functionality of RLC-AM is:

After RLC transmitters does the segmentation/concatenation process, it adds RLC header and
then it creates two identical copies and transmit the one copy of the data out to lower layer (MAC)

and sends another copy to Retransmission buffer.

If the RLC gets Nack or does not get any response from the receiver for a certain period of time,
the RLC PDU in the retransmission buffer gets transmitted again. If the RLC get ACK, the copy
of the packet in retransmission buffer is discarded.

There are four buffers maintained in RLC-AM. There is no size defined in the standard and hence
NetSim implements an infinite buffer (see LTENR_RLC.h and LTENR_RLCBuffer.c for related
code). There are 3 buffers for transmit operations and 1 for receive operation:

1. Transmission buffer: Queues SDUs received from higher layer (PDCP)
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2. Transmitted buffer: Queues SDUs that has been transmitted but for which ACK/NACK has
not yet received.

3. Re-transmission Buffer: Queues RLC SDUs which are considered for retransmission. (i.e. for
which NACK has been received)

4. Reception Buffer: Queues fragments of SDUs (receiver side)
The MAC sub layer then seeks a Buffer Status Report from the RLC.

The entry functions for RLC-AM is defined in section #pragma region RLCAM_OUT. The first
function called is void LTENR_RLCAM_HandlePDUFromUpperLayer()

Here the packet is added to the Transmission Buffer. Then based on the MAC scheduler, the
MAC layer sends a notification to RLC, which in turn sends a packet by first checking the Re
Transmission Buffer followed by the Transmission-Buffer. These functions are also in the same

region.

The T_POLLRetransmit determines if a packet needs to be re-transmitted. If RLCAM- Ack is not
received packet is moved from transmitted buffer to retransmission buffer. The codes for

T_POLLRetransmit are in the section #pragma region RLCAM_T_POLLRetransmit.
3.6.1 Transmit Operations

The transmitting side of an AM RLC entity shall prioritize transmission of RLC control PDUs over
AMD PDUs. The transmitting side of an AM RLC entity shall prioritize transmission of AMD PDUs
containing previously transmitted RLC SDUs or RLC SDU segments over transmission of AMD
PDUs containing not previously transmitted RLC SDUs or RLC SDU segments. The transmitting
side of an AM RLC entity shall maintain a transmitting window according to the state variable

TX Next_Ack as follows:

- a SN falls within the transmitting window if TX_Next Ack <= SN < TX_Next_Ack +
AM_Window_Size;

— a SN falls outside of the transmitting window otherwise.

The transmitting side of an AM RLC entity shall not submit to lower layer any AMD PDU whose
SN falls outside of the transmitting window.

For each RLC SDU received from the upper layer, the AM RLC entity shall:

— associate a SN with the RLC SDU equal to TX_Next and construct an AMD PDU by setting
the SN of the AMD PDU to TX_ Next;

— increment TX_Next by one.
When submitting an AMD PDU that contains a segment of an RLC SDU, to lower layer, the

transmitting side of an AM.
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RLC entity shall:
— set the SN of the AMD PDU to the SN of the corresponding RLC SDU.

The transmitting side of an AM RLC entity can receive a positive acknowledgement (confirmation

of successful reception by its peer AM RLC entity) for an RLC SDU by the following:
— STATUS PDU from its peer AM RLC entity.

When receiving a positive acknowledgement for an RLC SDU with SN = x, the transmitting side
of an AM RLC entity shall:

— send an indication to the upper layers of successful delivery of the RLC SDU;

— set TX Next_Ack equal to the SN of the RLC SDU with the smallest SN, whose SN falls

within the range

TX_Next_Ack < SN < TX_Next and for which a positive acknowledgment has not been received

yet.
3.6.2 Receive Operations

The receiving side of an AM RLC entity shall maintain a receiving window according to the state

variable RX_Next as follows:

— a SN falls within the receiving window if RX_Next < SN < RX_Next + AM_Window_Size;
— a SN falls outside of the receiving window otherwise.

When receiving an AMD PDU from lower layer, the receiving side of an AM RLC entity shall:
— either discard the received AMD PDU or place it in the reception buffer.

— if the received AMD PDU was placed in the reception buffer:

— update state variables, reassemble and deliver RLC SDUs to upper layer and start/stop t-
Reassembly as needed when t-Reassembly expires, the receiving side of an AM RLC entity

shall:
— update state variables and start t-Reassembly as needed.

After submitting an AMD PDU including a poll to lower layer, the transmitting side of an AM RLC
entity shall:

— set POLL_SN to the highest SN of the AMD PDU among the AMD PDUs submitted to lower

layer;
— if t-PollRetransmit is not running:

— start t-PollRetransmit.
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— else:
— restart t-PollRetransmit
3.6.3Actions when a RLC PDU is received from alower layer

At the Receive side the functionality is handled in the section #pragma region RLCAM_IN. The
entry function in the receive side is void LTENR_RLC_AM_RECEIVE_PDU(). The receives the
AMPDU and checks if

1. Itis within the receive window.

2. The packet is not already received i.e. not duplicate

If both the conditions are true, the AMPDU is placed in the Reception Buffer and starts the
ReassemblyTimer. If the PDU has a PollRequest then it starts constructing the StatusPDU. The
code for this is in the section #pragma region RLCAM_STATUSPDU_SEND

3.6.4 Reception of a STATUS report

Upon reception of a STATUS report from the receiving RLC AM entity the transmitting side of an
AM RLC entity shall:

— if the STATUS report comprises a positive or negative acknowledgement for the RLC SDU
with sequence number equal to POLL_SN:

— if t-PollRetransmit is running:

— stop and reset t-PollIRetransmit
3.7 PDCP (Based on specification 38.322)

The PDCP layer receives a packet (data/control) from the upper layer, executes the PDCP
functions and then transmits it to a lower layer.

PDCP Entity: The PDCP entities are located in the PDCP sublayer. NetSim currently implements
one PDCP entity per UE (users can add more by modifying the code). The same PDCP entity is
associated with both the control and the user plane.

The source code files related to PDCP are:
» LTENR_PDCP.c
» LTENR_PDCP.h

and the primitives are void fn_NetSim_LTENR_PDCP_TransmitPDCPSDU(), to send the PDCP
SDU to a lower layer, and fn_NetSim_LTENR_PDCP_ReceivePDCPSDU()

The PDCP functionality supported (see LTENR_PDCP.c) in NetSim is:

=  Transmit PDCP SDU
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o Sets the PDCP Sequence Number

o Adds RLC Header.

o Calls RLC service primitive.
= PDCP Association

o This call back function is invoked when the UE associates/dissociates from a gNB.
» Maintenance of PDCP sequence numbers (to know more check the PDCP entity structure)
» Discard Timer:

o When the discardTimer expires for a PDCP SDU, or the successful delivery of a PDCP
SDU is confirmed by PDCP status report, the transmitting PDCP entity shall discard the
PDCP SDU along with the corresponding PDCP Data PDU.

o Discarding a PDCP SDU already associated with a PDCP SN causes a SN gap in the
transmitted PDCP Data PDUs, which increases PDCP reordering delay in the receiving
PDCP entity.

o NetSim Specific (can be seen in the event trace upon completion of simulation)

e FEvent Type: TIMER_EVENT
e Sub Event Type: PDCP_DISCARDTIMER

» Transmission Buffer (size is assumed to infinite): This is where PDCP SDU's are stored
before being sent down to a lower layer.

= PDCP Entity: The PDCP Entity structure is defined in LTENR_PDCP.h
» PDCP State variables.
» TREORDERING Timer.

= Receive buffer.
3.8 MAC Layer

3.8.1 Overview
NetSim 5G NR MAC implements the following features:

»  Multiplexing/de-multiplexing of MAC SDUs into/from transport blocks for DL-SCH and UL-
SCH data transfer.

= Buffer status reporting.

= MAC Scheduler.
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3.8.2 MAC Scheduler: Introduction

Base stations (gNBs) generally deal with multiple mobile stations UEs, some of which require
larger bandwidths than others and some of which have better connections (signal quality) than
others. Inideal circumstances the base station has plenty of resources (e.g., bandwidth) and each
UE gets the resources it needs. However, usually resources are limited, and the base station

needs some way of fairly allocating the resources between the UEs.

Consider the downlink of a single gNB 5G cellular system. Several UEs are receiving data from
ongoing transfers, for example, TCP controlled file downloads. Assuming that the bottleneck on
the transfer path for these connections is this gNB to UE wireless access, the downlink per-UE
queues in the gNB will be nonempty. At the beginning of each downlink slot (TTI) the gNB

scheduler has to decide which of the UEs’ waiting data to transmit in that slot.

At each gNB the MAC scheduler decides the PRB allocation, per carrier, per TTI (slot), in the
PDSCH (DL) and in the PUSCH (UL). Control packets such as the buffer status report (BSR) and
UL assignment, are assumed to be sent out of band. The resources for transmission of these

control packets are part of Overhead as defined in 3.9.21.
3.8.3 Round Robin Scheduler

It divides the available PRBs among the active flows, i.e., those logical channels which have a

non-empty RLC queue. The MCS for each user is calculated according to the received CQIs.
3.8.4 Proportional Fair Scheduler

For data transfers, an important performance measure is long term throughput in bits/second,
say, T;, 1 <i <n, where n is the number of UEs. One approach to designing a scheduler is to
evaluate the goodness of the throughput vector (T3, ---,T,) by a network utility, which is the sum
of individual user utilities. The utility (or, usefulness) of a throughput T, to a user, increases with
increasing throughput, but for large throughputs, increasing throughput further gives diminishing
increase in usefulness. This property is modeled as a nondecreasing concave function of
throughput. A common measure of utility is the log function, i.e., for the throughput vector
(Ty,--+,Ty), the utility of throughput T; to user i is measured as In T;. The network utility is, then,

given as

n
Zln Ti
i=1

A Proportional Fair (PF) scheduler works by scheduling users in slots so that the utility of their
long-term throughputs is maximized. In the 5G setting, the scheduling decisions at the beginning
of a TTI are based on the physical rates that each UE can get in each Resource Block (RB). If we

are given statistical models of these rates, then a nonlinear optimization problem can be
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formulated and solved to obtain the schedule. This is not a practical approach, however, and a
learning algorithm is desired, which, based on slot-by-slot CSI measurements, takes scheduling

decisions, which lead to PF optimal throughputs.

The Proportional Fair Scheduler is such a learning scheduler, that uses the throughputs that users
are expected to get in the next slot, and the average throughputs they have each obtained up to
this slot, to decide which UEs to schedule in the next slot. The practical PF scheme, described
below, is based on information such as a presently available data rate for each user in each RB
in the next slot (obtained by CSI measurements), and an average data rate over an immediately

prior predetermined interval for each user.
3.8.4.1 Implementation

Since NetSim uses a flat fading model, in each slot, each UE achieves the same MCS in every
RB in that slot. In other words, different UEs achieve, possibly, different MCSs, but a single UE
has the same MCS across all RBs in a slot. Under this assumption, it is optimal to schedule the
same UE in every RB in that slot. Since the channel condition can stochastically vary from slot to
slot, the MCSs that the UEs achieve will vary from slot to slot. Under this assumption, the following

algorithm is Proportional Fair optimal.

Let i, j denote generic users and let t be the slot index. A resource block index k is required given
the flat fading assumption. Let M;(t) be the MCS seen by user i at time (slot) t. The channel CQI
(derived from the data channel SINR) is used by the adaptive modulation and coding (AMC)
module to determine the MCS. We denote by S(M, B) the TB size in bits for a given MCS, M, and
a given number of physical resource blocks (PRBs), B. The achievable rate R; (t) in bit/s for user

i inslott is defined as

S(M; (t),1

Rio) < S04 .1
T

where 7 is the TTI, i.e., 1 slot duration. At the start of each slot t, the user index i*(t) - selected

by the scheduler - to which required PRBs (per that user's demand) is assigned at time t is

determined as

rn R;(¢)
(8 = ar gmax (T,m)

This selection is carried out by the scheduler till all PRBs in slot ¢t are allocated. In the above

expression, T;(t) is the past throughput performance perceived by the user j, and is defined as

1 1 .
10 = (1-2) -0+ 5©
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where « is the time constant (in units of slots) of the exponential moving average. NetSim uses
a =50, and T}(t) is the actual throughput achieved by the user i in the subframe t. If Ej(t) is the

number of PRBs allocated to user j, we finally get

7o) = S(M;(t), B;(1))

T

The value of a can be changed by the user by editing the NetSim’s source code; it cannot be
changed via the GUI. The PF scheduler thus selects a user having the maximum among values
obtained by dividing a present possible data rate by an average data rate during a predetermined

interval at every scheduling time point.
3.8.4.2 Remarks

R1. When there is no channel variation, i.e., each UE achieves the same MCS in every RB in
every slot, then the throughput of the PF scheduler equals that of the round robin scheduler.

R2. The difference between the RR and PF schedulers can be seen when the radio channel
varies stochastically over the slots.

R3. Mobility cases: NetSim pathloss computations do not follow continuous math since it will
mean a potentially infinite number of calculations. These PL calculations are discrete time
instants i.e., every time a UE moves with the UE movement update determined per the
update interval parameter in the Ul or via a mobility file. Let us denote the time difference
between updates as AT. The UE is assumed to instantaneously move to a point P at time
T and stay there till just before time (T + AT). At the moment, (T + AT), the UE
instantaneously moves to point Pr,ar. Pathloss is computed at (P;,T) and then at
(Pr+a7, T + AT). Therefore, (and again) differences between the RR and PF scheduler will

be appreciable only if the update interval is of the order of milli seconds.
3.8.5 Max Throughput Scheduler

The Max Throughput (MT) scheduler aims to maximize the overall throughput of the Base station
(gNB or eNB). It allocates each PRBs to the user that can achieve the maximum achievable rate
in the current TTI. The highest achievable rate is calculated by wideband MCS, that is derived
from the CQI which in-turn is computed from the SINR. The scheduler allocates the required
PRBs to this UE in the current TTI (slot). The calculation of achievable rate similar to what is

explained in PF scheduler.

We denote S(M, B) as the TB size in bits for a given MCS, M, and a given number of physical

resource blocks (PRBs), B. The achievable rate R; (t) in bit/s for user i at slot ¢t is defined as

R0 = SO
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where 1 is the TTl i.e., 1 slot duration. At the start of each slot t, the user index i*(t) - selected
by the scheduler - to which required PRBs (per that user's demand) is assigned at time t is

determined as

i*(t) = argrﬁ(lzvx (Rj (t))

Jj=1,
While MT can maximize cell throughput, it cannot provide fairness to the UEs that experience

poor channel condition.

When there are several UEs having the same achievable rate, NetSim implements RR scheduling

amongst these UEs that have the same achievable rate.
3.8.6 Special cases
C1. Carrier aggregation case: the scheduler runs on a per carrier basis.
a. PF Scheduler: T‘j(t) is computed and maintained independently for each carrier.

C2. NSA mode: Traffic is split between 4G and 5G (eNB and gNB) above the MAC. The
scheduler runs independently on the eNB and gNB.

C3. Association and Handover: PF Scheduler: At time of association or handover, say t,,
NetSim sets T;(t,) = 1

C4. Application priorities and heterogenous traffic: In 5G, the types of QoS are

a. GBR, which is transmitted in RLC UM mode. In NetSim, Applications which have UGS

priority set are transmitted in UM mode.

b. Non-GBR, which is transmitted in RLC AM mode. In NetSim, Applications which do not

have UGS priority set are transmitted in AM mode.

c. Control channel traffic, which is transmitted in RLC TM mode. NetSim assume ideal

control plane behaviour and doesn’t model these transmissions.

C5. The MAC scheduler allocates resources on a combined (UM plus AM) RLC requirement.
Once UE wise allocation is complete, RLC would first transmit the UM mode traffic followed
by the AM mode traffic, to that UE. And so on for all UEs.

3.8.7 Log File

The resource allocation and the rank, i.e., (:’—8) computations are logged in the Radio Resource
]

Allocation csv file.
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Figure 3-9: Radio resource allocation log file showing allocation per carrier per slot between each gNB

and its associated UEs

3.9 PHY Layer

3.9.1 Overview of the PHY implementation

NetSim is a packet level simulator for simulating the performance of end-to-end applications over
various packet transport technologies. NetSim can scale to simulating networks with 100s of end-
systems, routers, switches, etc. NetSim provides estimates of the statistics of application-level
performance metrics such as throughput, delay, packet-loss, and statistics of network-level

processes such as buffer occupancy, collision probabilities, etc.

To achieve a scalable simulation, that can execute in reasonable time on desktop level
computers, in all networking technologies the details of the physical layer techniques have been
abstracted up to the point that bit-error probabilities can be obtained from which packet error

probabilities are obtained.

Of all the wireless access technologies implemented in NetSim, the most sophisticated is 5G NR,
in which the physical layer utilizes a variety of techniques that go well beyond even 4G LTE.
These include multiple subcarrier bandwidths in the same system, slot lengths that depend on
the subcarrier bandwidth, flexible time-division duplexing, a wide range of constellation sizes and
coding rates, multiuser MIMO-OFDM, etc. Particularly with regard to MIMO-OFDM, with the
attendant channel estimation (the errors therein), and the complexities of signal processing,
NetSim has taken the design decision to replace these by idealized, symbol level models, where
the statistics of the effective stochastic channel gains, and the statistics of the effective stochastic
noise and interference are modelled in an idealized setting. Such models then permit the

calculation of the required bit error rates, and thereby code block error rates, etc.

Overview of the 5G NR PHY:
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» 5G NR utilizes an implementation of OFDMA, with several different carrier bandwidths, and

a wide range of modulation and coding schemes.

= Users would be sharing the same RF bandwidth but would be using different modulation
schemes and thus obtaining different bit rates. As the devices involved in the

communication move around, the radio channel between them also keeps changing.

= The received SNR is determined from pathloss calculated per the 3GPP’s stochastic
propagation models. The models provide signal attenuation as an output. Several
parameters are used in the model, including the distance between the transmitter and the

receiver.

» A CQIlis computed for all the symbols in one TB, based on the SNR calculated on the data
channels (DL and UL). The SNR calculation is done at the start of the simulation, then every
UE measurement interval and at every instant a UE moves. In calculating SNR, the noise

power is obtained from N = k X T X B.

= Based on the SNR, the Adaptive Modulation and Coding (AMC) functionality determines
the values of Q, the modulation order, and R, the code rate, in the TBS formula. The SNR

is computed on a per UE level for UL and DL.

» The transport block size in NetSim is as per the MAC procedure for TBS determination
standardized in TS 38.214 Section 5.1.3.2 (DL) and 6.1.4.2 (UL).

= An approximate estimate of the TBS per carrier is.
ninfo =R X 10g2 Q XV X ngg X nsymbol X NPRB X (1 - OH)

Where R is the code rate, Q is the modulation order, v is the number of MIMO layers, nZ? is
the number of sub carriers per resource block, nsymp.; is the number of symbols per slot,

Nprp is the number of PRBs and OH is the overheads specified in the standard.

» The available PHY resource is shared dynamically between the users, with the resource
allocation being dynamically adjusted per user demands and channel conditions. The MAC
Scheduler determines the data (how much to and from, which UE and gNB) that is to be
transmitted, from the higher layer RLC buffer, in units of Physical Resource Blocks (PRBs).
It is transmitted at a rate determined using R, code rate and Q, modulation order of the UE

— gNB channel.
3.9.2 Digital Beamforming

» For a transmitter (QNB or eNB) with t antennas and a receiver with r antennas, the r x t
channel gain matrix (between every transmit-receive antenna pair) has complex Gaussian

elements. We assume in the standard model that the complex Gaussian elements are
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statistically independent across elements, and each element is a circularly symmetric

Gaussian. We denote this matrix by H.
» For the channel matrix H being defined as above, the Wishart Matrix is defined as follows:

W=HH" r<t,
W=HH r>t

Therefore, lettingm = min(r,t), Wis an mXxm nonnegative definite matrix, with
eigenvalues A; >4, > A3 =21, > 0= A, = = A,.ltis these eigenvalues that are

used in the parallel SISO models described below.

»= NetSim permits the user to enable or disable a stochastic fading model. Fading is modelled
by the elements of H being time varying, with some coherence time. Such time variation
results in the eigenvalues of W also varying. NetSim models such time variation by letting
the user define a coherence time during which the eigenvalues (fast fading gains) are kept
fixed. For each (r,t) value, NetSim maintains a list of samples of eigenvalues for the
corresponding Wishart matrix. To model fading, a new set of eigenvalues is used by NetSim

in successive coherence times.

» Putting the above discussions together, if fast fading with eigen-beamforming is enabled in
NetSim’s GUI, then the MIMO link is modelled by several SISO channels (see below), with
the symbol level channel gain being derived from the eigenvalues of the Wishart matrix.

BeamFormingGain (dB) = 10log,,(EigenValue)

» |t must be noted that the eigenvectors are not required as they are only a part of the receive
and transmit signal processing, and NetSim only needs to work with the equivalent symbol-
by-symbol flat fading SISO channels.

» |f fast fading is disabled, NetSim reduces the MIMO transmission to a set of parallel,
independent channels with constant gain, since the Beam forming gain does not change
with time.

= Note that the LOS probability parameter in NetSim is solely used to compute the large scale

pathloss per the 3GPP 38.901 standard. This parameter is not used in the channel rank

(MIMO layers) computations.

Fading and No. of MIMO Beamforming Gain (per layer) and
Beamforming EVES Model
. . Unity (O dB).
N;)ir:admg LTI Min (N, N,.) A theoretical model useful for
g benchmarking.
. Max (N, N,)
No fading MIMO array Min (N,, N,.) Assumes Matched Filter Precoding (MFP)

gain and Maximal Ratio Combining (MRC)

Eigen values of the Wishart Matrix.
Assumes MFP and MRC

Rayleigh with Eigen

Beamforming WAL (@ )
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Table 3-2: Determination of (i) No. of MIMO layers and (ii) Gains in each layer using Fading and

Beamforming parameters.

3.9.3MIMO (Digital) Beamforming Assumptions in NetSim

NetSim makes the following assumptions to simplify MIMO operations for a packet-simulator:

Operation in spatial multiplexing mode only and not in transmit diversity mode.

The LayerCount = Min (N, N;.) where N; is the number of transmit antennas and N,. is equal

to the number of receive antennas.

The rank of the channel is assumed to be equal to the layer count. NetSim doesn’t perform

any Rank indicator (RI) computations.

Each layer is reduced to a flat fading SISO channel, i.e., for layer j,1 < j < LayerCount,

Yi=\/;iX1+Wi

where, x; is the symbol transmitted, A; is the corresponding eigenvalue of the Wishart matrix
obtained as in the previous section, wj is circular symmetric complex Gaussian noise, and

y;j is the complex valued baseband received symbol.

Since the distance between the transmitter and receiver is much larger than the antenna
spacings, a common pathloss is assumed for every layer. The pathloss is modelled, as
usual, using distance dependent pathloss (power law), log normal shadowing, and a

statistical model for fast fading (e.g., Rayleigh fading).

Then, given the transmit power in the symbol x;, the layer SNR can be obtained directly

from the flat fading SISO equivalent model displayed above.

It is assumed that the transmit power is equally split between all Layers transmitted. At a
high SNR, (iterative) water-filling will lead to nearly equal power allocation across all

subcarriers and all layers [1].

The transmit power (or total radiated power) is not split equally among the antennas. The
per-antenna power depends on the beamforming vector used. For example, if the (eigen)
beamforming vector is [1,0]T in the 2-antenna case, all the power is radiated out of the first

antenna. If it is [% , %

NetSim abstracts out the actual beamforming operation and computes the received SINR

T
] , then the power is split equally among the antennas ... and so on.

when the beamforming vectors are used.
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Downlink parallel transmission to multiple users is enabled by utilising multiple parallel
resource blocks. Within each resource block, all MIMO layers are transmitted to the same
UE.

UEs receive no interference from other gNBs, and a gNB does not receive interference from

UEs connected to any other gNB.

Error free channel: This arises due to the practical fact that the adaptive MCS algorithm
chooses the modulation order and coding scheme based on the SNR, in such a way that

the data is decoded successfully at the receiver with a very high probability.

The MAC scheduler will assign the subcarriers to the UEs. If required, all available

subcarriers can also be assigned to a single UE.

The channel is flat across the bandwidth per user. Modeling frequency selective fading
within each user has been avoided to reduce computation time; NetSim already chooses a
different fading gain every coherence time. Hence a further averaging over frequency is not
modelled. Note that scheduler does not allot RBs based on CQI feedback and hence

modelling frequency selectivity is not necessary.
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Figure 3-10: An example NetSim output showing SINR vs. time for each MIMO layer, as the UE moves

away from the gNB. The beamforming gain is recalculated every coherence time

In summary, NetSim models the effect of eigen-beamforming in MIMO systems via the

eigenvalues of the gram matrix formed using (random) channel instantiations. These eigenvalues

are used to compute layer-wise SNRs and the corresponding CQI. The CQI values are used by

a scheduler to fix the TBS parameters, and this in turn determines the throughput.

NetSim's power lies in its ability to incorporate the impact of link-level factors (such as

beamforming) on the network-level performance with high precision and computational efficiency.
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This, in turn, allows the simulator to scale to 10s of gNBs and 100s of UEs, and yet return

performance results in a short time.

3.9.4 Analog beamforming in the SSB

1.

In Analog beamforming, multiple antennas are used to concentrate the radiated power
towards a particular direction (e.g., a part of a sector), thus improving the received SINR and
the probability of detecting the SSB from the gNB (at a UE.)

Analog beamforming and digital beamforming are different as shown in the Table 3-3.

Analog Beamforming Digital Beamforming

Benefit Array gain Spatial Multiplexing/Diversity
Use the antennas to steer the main
lobe towards the users in a Transmit and receive coding to

particular area (e.g., a sector, and create parallel channels
e.g., using a phased array)

Principle Eigen vector based
Directional (Spatial)
Channel dependent
Channel independent
mmWave Low and Mid Band
Use Case @ Short range Medium and long ranges
LOS NLOS

Table 3-3: Difference between Analog and digital beamforming
In NetSim, downlink Analog beamforming is implemented only in the control plane, i.e.,
broadcast beams for the SS/PBCH channel. If Analog beamforming is enabled in the Ul then
it will be used in signal strength calculations for purposes of Initial access (association) and
Handovers.
The Analog beam forming gain computed is a wideband estimate.
A certain fraction of the (time-frequency) resources is deducted for control plane operations,
when computing available resources in the PDSCH. This fraction is termed as overheads
(OH) and the fractions are different for DL, UL and for FR1, FR2 as explained in section 3.9:
Beamforming in NetSim. Analog beamforming measurements are assumed to be part of this
overhead.
The Initial access and handover decisions are based on received SSB SNR, defined as

RxSignalLevel (dB) + AnalogBFGain(dB)
B No x W

SNR

where N, is the noise spectral density and W is the channel bandwidth. Recall, that rate (MCS
selection) is based on PDSCH SINR.

o Given the directional beamforming and the periodic transmission bursts we assume that
SSB interference from other gNBs to be NIL. The probability of two SSB (directional)
beams from two gNBs arriving at the same time at a UE is low. Even if this were to occur

then both beams would be impacted almost equally by interference and the relative impact
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is negligible. This stems from the fact that UEs would see nearly equal powers from each
gNB when H/O is occurring. Hence SNR is used.

In the above formula

RxSignallevel = gNBTxPower + Pathgain + ShadowFading

The gNBTxPower is the transmit power in the SSB. This is different from the per layer
transmit power that NetSim uses in PDSCH transmissions. The SSB power is set equal to
the total power across all layers in the data channel (PDSCH).

NetSim does not (currently) implement Analog beamforming in the PDSCH or in the PUSCH.
Digital beamforming can be enabled in the PDSCH/PUSCH as explained in section 3.9.
Analog beamforming is supported both in 5G (gNBs) as well as 4G (eNBs).

3.9.4.1 Assumptions

Al

A2.

AS.

The UE’s optimal receive beam is perfectly aligned to the gNB’s optimal transmit beam. As
shown in the figure below, UE needs to measure RSRP based on the selected best SSB
from serving cell and neighbouring cells, respectively. In the figure, UE measures the SS-
RSRP from SSB with analog beamforming direction 3 from the serving cell, and from SSB
from analog beamforming direction 1 from neighbouring cell. In this example, NetSim
assumes beam 3 from s-gNB and beam 1 from neighbor gNB in perfectly aligned with the

UE’s receive beams

. _7__7{--.'.'.. /'
Serving cell ) iy
ykyy i
N /A
- /
) I :
VR . T ’
\ S 4 // Neighboring cell
~ =,
. \\ /
- 9 3 \.. /
\ N L /
v \ZEON . ¥ BestSSB
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Figure 3-11: UE Measuring RSRP using Beamforming
Based on Al, NetSim computes an upper bound on the average Analog beam forming gain
(dB) as 10log;o(N¢ X N,.). Here N, is the transmit antenna count at the gNBs and N,. is the
receive antenna count at the UE.
The beam selection and alignment are assumed to occur instantaneously. There is no time

delay to account for beam-selection, SSB burst periodicity etc. Users requiring such time
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delays can attempt modelling it using the Handover interruption time variable available in
the gNB properties. In any case, the beam selection/monitoring of the best beams from both
serving and neighbouring cells are assumed to be occurring in parallel with the other data

processing taking place at the UE.
3.9.4.2 Logging

There is a change in radio measurements data logging in comparison with v13.1.

e The column DL/UL is being replaced as "Channel" and will have three types of entries (i)
PDSCH (i) PUSCH and (jii) SSB.

e PUSCH/PDSCH transmit/receive powers will continue to be logged on a per MIMO layer
basis.

e The SSB is transmitted/received as a single stream using all Tx/Rx antennas. Hence this will
have a single value for Tx-power (equal to the gNB Tx-power set in Ul), for Rx-power and for
AnalogBFGain.

3.9.5 Sector Antenna
NetSim implements a 2D parabolic sector antenna as per 3GPP TR 37.840.

The horizontal radiation pattern is given by

(p 2
AE’H(QD) = —min [12 ( ) ,Am]
P3aB

Where,

Apis the front to back ratio (i.e., the ratio of power gain between the front and rear of a directional

antenna). The default setting of 30 dB.
@ is the horizontal angle between UE and gNB
@3qp 1S the 3 dB, or half power, beam width of the antenna.

The sector antenna gain is,
Ag(@,0) =G min{_[AE,H (@) + AE,V(H)]»Am}E_max

Where,

GEmax IS the maximum directional gain of the radiation element (in dB) i.e., the gain along the

antenna boresight. The default value is 8 dBi.
The boresight angle denotes the direction of maximum gain, or the highest radiated power.

Angle in NetSim is defined to start at O from the positive X-axis. If positive Y points downward,

the angle increases on clockwise rotation from the positive X-axis. If positive Y points upward, the
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angle increases in an anti-clockwise direction from the positive X-axis. The unit for angle is

degrees.
3.9.6 Fast fading

For atransmitter (QNB or eNB) with t antennas and a receiver with r antennas, the N,- X N; channel
gain matrix (between every transmit-receive antenna pair) on a given subcarrier has complex
Gaussian elements. We assume in the standard model that the complex Gaussian elements are
statistically independent across elements (which is the case the antennas are spread sufficiently
far apart, e.g., of the order of a few wavelengths), and each element is a circularly symmetric

Gaussian. We denote this matrix by H.

In NetSim, Fast-Fading is modeled by the elements of the H-Matrix being time-varying, with some
coherence time. NetSim abstracts out the actual (digital) beamforming operation and computes
the received SINR when the beamforming vectors are used. The MIMO link is modelled by parallel
SISO channels, and the beamforming gain/loss would be equal to Eigenvalues of the Gram matrix
of H (which would also be time-varying). This is the case when the transmitter/receiver use Eigen
beamforming to precode/combine the signals across antennas, respectively. In turn, it assumes
the availability of channel state information at both the transmitter and receiver. In the case where
multiple layers are transmitted to different users, the interference is calculated by considering its
statistics, by assuming that the channels between the base station and the different users to be

independent of each other.
3.9.7NR Frequency Bands

The definition of frequency ranges is per the table given below Table 3-4.

Frequency range .
s G eieT Corresponding frequency range

FR1 410 MHz — 7125 MHz
FR2 FR2-1 24250 MHz — 52600 MHz
FR2-2 52600 MHz — 71000 MHz

Table 3-4: NR Frequency Bands Ranges
3.9.71NRBand -FR 1

The FR1 bands (per 3GPP TS 38.101-1 V15.5.0 (2019-03)) implemented in NetSim are those

that run:

e TDD single band in Duplex mode, namely n34, n38, n39, n40, n41, n50, n51, n77, n78, n79,
n259, n260, n261 and n262 as shown below in Table 3-5.

e FDD Single band in Duplex mode, namely nl, n2, n3, n5, n7, n8, n12, n20, n25, n28, n66,
n70, n71 and n74 as shown below in Table 3-5.
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NR

operating
band

nl
n2
n3
n5
n7
n8
ni2
n20
n25
n28
n34
n38
n39
n40
n4l
n50
n51
n66
n70
n71
n74
n77
n78
n79
n259
n260
n261
n262

Uplink (UL) operating
band

BS receive / UE transmit

Fut low — FuL _nign
1920 MHz — 1980 MHz
1850 MHz — 1910 MHz
1710 MHz — 1785 MHz

824 MHz — 859 MHz
2500 MHz — 2570 MHz
880 MHz — 915 MHz
699 MHz — 716 MHz
832 MHz — 862 MHz
1850 MHz — 1915 MHz
703 MHz — 748 MHz
2010 MHz — 2025 MHz
2570 MHz - 2620 MHz
1880 MHz — 1920 MHz
2300 MHz - 2400 MHz
2496 MHz — 2690 MHz
1432 MHz — 1517 MHz
1427 MHz — 1432 MHz
1710 MHz — 1780 MHz
1695 MHz — 1710 MHz
663 MHz — 698 MHz
1427 MHz — 1470 MHz
3300 MHz — 4200 MHz
3300 MHz — 3800 MHz
4400 MHz - 5000 MHz
39500 MHz — 43500MHz
37000 MHz — 40000MHz
27500 MHz — 28350MHz
47200 MHz — 48200MHz

Downlink (DL) operating

BS transmit / UE receive

band

FoL low — FoL nhigh
2110 MHz — 2170 MHz
1930 MHz — 1990 MHz
1805 MHz — 1880 MHz

869 MHz — 894 MHz
2620 MHz — 2690 MHz
925 MHz — 960 MHz
729 MHz — 746 MHz
791 MHz — 821 MHz
1930 MHz — 1995 MHz
758 MHz — 803 MHz
2010 MHz — 2025 MHz
2570 MHz — 2620 MHz
1880 MHz — 1920 MHz
2300 MHz — 2400 MHz
2496 MHz — 2690 MHz
1432 MHz — 1517 MHz
1427 MHz — 1432 MHz
2110 MHz — 2200 MHz
1995 MHz — 2020 MHz
617 MHz — 652 MHz
1475 MHz — 1518 MHz
3300 MHz — 4200 MHz
3300 MHz — 3800 MHz
4400 MHz — 5000 MHz
39500 MHz — 43500MHz
37000 MHz — 40000MHz
27500 MHz — 28350MHz
47200 MHz — 48200MHz

Table 3-5: NR operating bands in FR1 in NetSim

3.9.7.1.1 Maximum transmission bandwidth configuration

Ver 14.0

FDD
FDD
FDD
FDD
FDD
FDD
FDD
FDD
FDD
FDD
TDD
TDD
TDD
TDD
TDD
TDD
TDD
FDD
FDD
FDD
FDD
TDD
TDD
TDD
TDD
TDD
TDD
TDD

The maximum transmission bandwidth configuration Ngrg for each UE channel bandwidth and

subcarrier spacing is specified below Table 3-6.

scs 10 15 20 25 30 40 50 60 80 °]0] 100
(kH2) MHz MHz MHz MHz | MHz | MHz | MHz MHz MHz | MHz | MHz | MHz

-

30
60

11
N/A

24
11

79 106 133
38 51 65
18 24 31

160 216 270 N/A
78 106 133 162
38 51 65 79

N/A
217
107

Table 3-6: Maximum transmission bandwidth configuration NRB

3.9.7.1.2 Minimum guard band and transmission bandwidth configuration

N/A N/A
245 273
121 135

The minimum guardband for each UE channel bandwidth and SCS is specified below Table 3-7.
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SCS 5 10 25 30 40 50 60 80 90 100
(kHz) | MHz | MHz | MHz Z | MHz | MHz | MHz | MHz MHz MHz | MHz | MHz

15 2425 3125 3825 4525 5225 5925 5525 692.5 N/A N/A | N/A
30 505 665 645 805 785 945 905 1045 825 925 885 845
60 N/A 1010 990 1330 1310 1290 1610 1570 1530 1450 1410 1370

Table 3-7: Minimum guard band for each UE channel bandwidth and SCS (kHz)

NOTE: The minimum guard bands have been calculated using the following equation:

(BW_ hannet X 1000(kHz) — Ngg X SCS x 12) — SCS
2

where Ny are from Error! Reference source not found.. The minimum guard band of receiving BS S
CS 240 kHz for each

UE channel bandwidth is specified in Table 3-8.

SCS (kHz 100MHz 200 MHz 400 MHz
240 3800 7720 15560

Table 3-8: Minimum guard band (kHz) of SCS 240 kHz from Standards Table 5.3.3-2
3.9.7.2 NRBand-FR?2

The FR2 bands (per 3GPP TS 38.101-2 V15.5.0 (2019-03)) implemented in NetSim as shown
below Table 3-9.

Uplink (UL) operating band

Downlink (DL) operating band

Operatin BS receive BS transmit
g Band UE transmit UE receive
Fut 1ow — FuL nhigh FoL low — FoL nhigh

n257 26500 MHz | — | 29500 MHz 26500 MHz — 29500 MHz TDD
n258 24250 MHz - 27500 MHz 24250 MHz — 27500 MHz TDD
n259 39500 MHz | — | 43500 MHz 39500 MHz — 43500 MHz TDD
n260 37000 MHz - 40000 MHz 37000 MHz — 40000 MHz TDD
n261 27500 MHz | — | 28350 MHz 27500 MHz — 28350 MHz TDD
n262 47200 MHz - 48200 MHz 47200 MHz — 48200 MHz TDD
n263 57000 MHz - 71000 MHz 57000 MHz — 71000 MHz TDD

Table 3-9: NR operating bands in FR2 in NetSim

3.9.7.2.1 Maximum transmission bandwidth configuration

The maximum transmission bandwidth configuration Ngg for each UE channel bandwidth and
subcarrier spacing is specified in Table 3-10.

Nrs Nrs Nrs Nrs Nrs

60 66 132 264 N/A N/A N/A N/A

120 32 66 132 264 N/A N/A N/A
480 N/A N/A N/A 66 124 248 N/A
960 N/A N/A N/A 33 62 124 148

Table 3-10: Maximum transmission bandwidth configuration Nrs from Standards Table 5.3.2-1
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SCS 50 100 200 400 800 1600 2000
(kHz) MHz MHz MHz MHz MHz MHz MHz
60 1210 2450 4930 N/A N/A N/A N/A

120 1900 | 2420 4900 9860 N/A N/A N/A
480 N/A N/A N/A 9680 42640 85520 N/A
960 N/A N/A N/A 9440 @ 42400 85280 | 147040

Table 3-11: Minimum guardband for each UE channel bandwidth and SCS (kHz) from Standards Table
5.3.3-1

3.9.8UE channel bandwidth
3.9.8.1 General

All UEs connected to BS (gNB) have the same channel bandwidth. This is a user settable
bandwidth available in the gNB properties. Bandwidth is a single parameter in TDD; in FDD users
can set DL bandwidth and UL bandwidth. It is currently not possible in NetSim to configure
different channel bandwidths to different UEs connected to a BS.

The above is true even in the case of carrier aggregation (CA). All component carriers (CCs) are

assigned to all UEs, and the pooled OFDM resources are shared between the UEs.
3.9.9Frame structure and physical resources
3.9.9.1 Numerologies

Multiple OFDM numerologies are supported as given by Table 4.2-1 where u and the cyclic prefix
for a bandwidth part are obtained from the higher-layer parameter subcarrierSpacing and
cyclicPrefix, respectively.

| u Af=2¢-15[kHz]  Cyclic prefix |
o 15  Normal
1 30 Normal
2 60 Normal, Extended
3 120 Normal
4 240 Normal
5 480 Normal
6 960 Normal

Table 3-12: Supported transmission numerologies from Standards Table 4.2-1

3.9.9.2 Frames and subframes

Downlink and uplink transmissions are organized into frames with Tr = 10ms duration, each

consisting of ten subframes of T = 1ms duration. The number of consecutive OFDM symbols

subframe, subframe,
N u 12 — NS'Ot N u 12

per subframe is symb symb 1 Vsiot

3.9.9.3 Slots

For subcarrier spacing configuration u, slots are numbered ng‘e{o, ...,Nsslgtbframe'”—l} in

increasing order within a subframe and n’; € {0, o, NTEEH 1} in increasing order within a
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frame. There are N;ylf,fb consecutive OFDM symbols in a slot where Nss;frfb depends on the cyclic

prefix as given by Table 3-13 and Table 3-14 The start of slot nf in a subframe is aligned in time

with the start of OFDM symbol né‘N:y“’mtb in the same subframe.

OFDM symbols in a slot can be classified as 'downlink’, ‘flexible’, or 'uplink’. Signaling of slot
formats is described in subclause 11.1 of [5, TS 38.213].

In a slot in a downlink frame, the UE shall assume that downlink transmissions only occur in

‘downlink’ or ‘flexible' symbols.
In a slot in an uplink frame, the UE shall only transmit in 'uplink’ or ‘flexible’ symbols.

A UE not capable of full-duplex communication among a group of cells is not expected to transmit
in the uplink in one cell within the group of cells earlier than Ng,.1xT. after the end of the last
received downlink symbol in the same or different cell within the group of cells where Ngy.1x IS
given by Table 3-15.

A UE not capable of full-duplex communication among a group of cells is not expected to receive
in the downlink in one cell within the group of cells earlier than Nt,.rxT; after the end of the last

transmitted uplink symbol in the same or different cell within the group of cells where N1,y iS

given by Table 3-15.
slot frame,u subframe,u
Nsymb N S N slot

u
0 14 10 1
1 14 20 2
2 14 40 4
3 14 80 8
4 14 160 16
5 14 320 32
6 14 640 64

Table 3-13: Number of OFDM symbols per slot, slots per frame, and slots per subframe for normal cyclic
prefix from Standards Table 4.3.2-1.

slot frame,u subframe,u
un Nsymb N slot N slot

2 12 40 4
Table 3-14: Number of OFDM symbols per slot, slots per frame, and slots per subframe for extended

cyclic prefix from Standards Table 4.3.2-2.

Transition time FR1 FR2
N1x-Rx 25600 13792
NRx-Tx 25600 13792

Table 3-15: Transition time N_"Rx-Tx" and N_"Tx-Rx" from Standards Table 4.3.2-3
3.9.9.4 Slot structure in NetSim

We show below the slot structure, in NetSim, for two examples of y = 0 and u = 1.
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1. If we take u = 0, the number of slots in a sub frame is 1. The total number of slots,

therefore, in a frame is 1 x 10 = 10. For different DL:UL ratios the slot structures are as

follows

Ratio 1:1

Ratio 1:4

Ratio 4:1

Sub Frame ID  Slot Type
UL
DL
UL
DL
UL
DL
UL
DL
UL
DL

© 0 N o Uk WN R

=
o

Sub Frame ID

© 00 N O U W NP

=
o

Slot Type

UL
DL
UL
UL
UL
UL
DL
UL
UL
UL

Sub Frame ID

© 00 N O U W NP

=
o

Slot Type
UL
DL
DL
DL
DL
UL
DL
DL
DL
DL

Table 3-16: The Slot structures for different DL:UL ratios when yu = 0

2. For u =1, the number of slots in a sub frame is 2. The total number of slots, therefore, in

aframeis 2 x 10 = 20. For different DL:UL ratios the slot structures are as follows

Ratio 1:1
Sub Frame ID Slot Type
UL
DL
UL
DL
UL
DL
UL
DL
UL
DL
UL
DL
UL
DL
UL
DL
UL
DL
UL
DL

© © 00 0 N N O o oo DWW WOWDNDNPER P

= e
o o

Ratio 1:4

Sub Frame ID

© © 00 0 N N o o 0o g D W WOWDNDNPRP P

[EnY
o

10

Slot Type

UL
DL
UL
UL
UL
UL
DL
UL
UL
UL
UL
DL
UL
UL
UL
UL
DL
UL
UL
UL

Ratio 4:1

Sub Frame ID

© © 0 0N ~NOoO o oo B W WDNDNPRER P

[Eny
o

10

Table 3-17: The Slot structures for different DL:UL ratios when u=1

Slot Type
UL
DL
DL
DL
DL
UL
DL
DL
DL
DL
UL
DL
DL
DL
DL
UL
DL
DL
DL
DL

For a DL/UL mixed configuration, the first slot in NetSim always UL and the second slot is

always DL, and subsequent slots are based on the DL:UL ratio set.
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3.9.10 Channel state information

Perfect CSIT and CSIR: The channel matrix H is assumed to be known perfectly and
instantaneously at the transmitter and receiver, respectively. With perfect CSIT the transmitter

can adapt its transmission rate (MCS) relative to the instantaneous channel state (SNR).
3.9.10.1 Channel quality indicator (CQI)

The CQI indices and their interpretations are given in Table 3-18 or Table 3-20 for reporting CQI
based on QPSK, 16QAM and 64QAM. The CQI indices and their interpretations are givenin Table
3-19 for reporting CQI based on QPSK, 16QAM, 64QAM and 256QAM.

A CQI is computed for all the symbols in one TB, based on the SNR calculated on the data
channels (DL and UL). The SNR calculation is done at the start of the simulation, then every UE
measurement interval and at every instant a UE moves. In calculating SNR, the noise power is
obtained from N = k X T x B. Based on the SNR, the Adaptive Modulation and Coding (AMC)
functionality determines the values of Q, the modulation order, and R, the code rate, in the TBS
formula. The SNR is computed on a per UE level for UL and DL.

The modulation order and code rate are based on the table chosen by the user. In the GUI users
can select “table1” (corresponding to Table 3-18), “table2” (corresponding to Table 3-19) or
“table3” (corresponding to Table 3-20). Block error probability is currently not implemented in

NetSim and hence is not used for deciding the table.

NetSim does not implement Sub-band Offset. The AMC determines a wideband CQI which
indicates the highest rate Modulation and coding scheme (MCS), that it can reliably decode, if the

entire system bandwidth were allocated to that user.
A combination of modulation scheme and transport block size corresponds to a CQI index if:

— the combination could be signaled for transmission on the PDSCH in the CSI reference
resource according to the Transport Block Size determination described in Subclause
5.1.3.2, and

— the modulation scheme is indicated by the CQI index, and

— the combination of transport block size and modulation scheme when applied to the
reference resource results in the effective channel code rate which is the closest possible
to the code rate indicated by the CQI index. If more than one combination of transport block
size and modulation scheme results in an effective channel code rate equally close to the
code rate indicated by the CQI index, only the combination with the smallest of such
transport block sizes is relevant.

| CQlindex modulation code rate x 1024  Efficiency
0 out of range
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1 QPSK 78 0.1523
2 QPSK 120 0.2344
3 QPSK 193 0.3770
4 QPSK 308 0.6016
5 QPSK 449 0.8770
6 QPSK 602 1.1758
7 16QAM 378 1.4766
8 16QAM 490 1.9141
9 16QAM 616 2.4063
10 64QAM 466 2.7305
11 64QAM 567 3.3223
12 64QAM 666 3.9023
13 64QAM 772 4.5234
14 64QAM 873 5.1152
15 64QAM 948 5.5547

Table 3-18: 4-bit CQI Table 1 from Standards Table 5.2.2.1-2

CQlindex modulation code rate x 1024 Efficiency

0 out of range
1 QPSK 78 0.1523
2 QPSK 193 0.3770
3 QPSK 449 0.8770
4 16QAM 378 1.4766
5 16QAM 490 1.9141
6 16QAM 616 2.4063
7 640QAM 466 2.7305
8 640QAM 567 3.3223
9 640QAM 666 3.9023
10 64QAM 772 4.5234
11 640QAM 873 5.1152
12 2560QAM 711 5.5547
13 2560QAM 797 6.2266
14 2560QAM 885 6.9141
15 256QAM 948 7.4063
Table 3-19: 4-bit CQI Table 2 from Standards Table 5.2.2.1-3
CQl index modulation code rate x 1024 Efficiency
0 out of range
1 QPSK 30 0.0586
2 QPSK 50 0.0977
3 QPSK 78 0.1523
4 QPSK 120 0.2344
5 QPSK 193 0.3770
6 QPSK 308 0.6016
7 QPSK 449 0.8770
8 QPSK 602 1.1758
9 16QAM 378 1.4766
10 16QAM 490 1.9141
11 16QAM 616 2.4063
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12 64QAM 466 2.7305
13 64QAM 567 3.3223
14 64QAM 666 3.9023
15 64QAM 772 4.5234

Table 3-20: 4-bit CQI Table 3 from Standards Table 5.2.2.1-4

3.9.11 Modulation order, target code rate, and TBS determination

To determine the modulation order, target code rate, and transport block size(s) in the physical

downlink shared channel, the UE shall first.
— determine the modulation order (Q,,) and target code rate (R)
and second

— the UE shall use the number of layers (v), the total number of allocated PRBs before rate

matching (nprg) to determine to the transport block size based
3.9.11.1 Modulation order and target code rate determination

The user can select from the following MCS tables, for each gNB and associated UEs, from
the GUI:

= QAMG64 Table 3-22 (Table 1)
= QAM256 Table 3-23 (Table 2)
= QAMG64LowSE Table 3-24 (Table 3)

The UE and gNB then uses this table to determine the modulation order @,, and Code Rate,
R. The selection is based on looking up the MCS for the given spectral efficiency, which is
computed as explained in 3.9.15. Different tables can be chosen for DL (gNB to UE) and for
UL (UE to gNB). The UL table index selection based on transform precoding selection in the
GUl is given Table 3-21.

\ Transform Precoding MCS Table (PUSCH Config) MCS Table Index

Enabled QAM256 5.1.31-2
Enabled QAM64LowSE 6.14.1-2
Enabled QAM64 6.141-1
Disabled QAM256 5.1.31-2
Disabled QAM64LowSE 5131-3
Disabled QAM64 5131-1

Table 3-21: Uplink MCS Table index determination based on transform precoding and MCS table
selection in GUI

MCS Index Modulation Order Target code Rate Spectral
Imcs Qm R x [1024] efficiency

0 2 120 0.2344
1 2 157 0.3066
2 2 193 0.3770
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Table 3-22: MCS index table 1 for PDSCH from Standards Table 5.1.3.1-1
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o

251
308
379
449
526
602
679
340
378
434
490
553
616
658
438
466
517
567
616
666
719
772
822
873
910
948

Reserved
Reserved
Reserved

0.4902
0.6016
0.7402
0.8770
1.0273
1.1758
1.3262
1.3281
1.4766
1.6953
1.9141
2.1602
2.4063
2.5703
2.5664
2.7305
3.0293
3.3223
3.6094
3.9023
4.2129
4.5234
4.8164
5.1152
5.3320
5.5547
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15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31

Table 3-23: MCS index table 2 for PDSCH from Standards Table 5.1.3.1-2

MCS IndlImvcs

O AN O 0 00 W W W 0w o OO O O O

o

Modulation Order

666
719
772
822
873
682.5
711
754
797
841
885
916.5
948

Reserved
Reserved
Reserved
Reserved

Target code Rate R x

3.9023
4.2129
4.5234
4.8164
5.1152
5.3320
5.5547
5.8906
6.2266
6.5703
6.9141
7.1602
7.4063

Spectral
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27 6 719 4.2129
28 6 772 4.5234
29 2 Reserved
30 4 Reserved
31 6 Reserved

Table 3-24: MCS index table 3 for PDSCH from Standards Table 5.1.3.1-3
3.9.12 Transport block size (TBS) determination

The procedure for TBS determination is standardized in TS 38.214 Section 5.1.3.2 (DL) and
6.1.4.2 (UL). The standard specifies the TBS determination through Step 1, Step 2, Step 3,

and Step 4, all which are implemented in NetSim.
NetSim first determines the TBS as specified below:
1. The UE shall first determine the number of Res (Ngg) within the slot.

= A UE first determines the number of REs allocated for PDSCH within a PRB (Ngg) by

Nre = N&& X N5, — Npnigs — Nop®, where N&# = 12 is the number of subcarriers in a

slot
symb

the slot, NpRE < is the number of REs for DM-RS per PRB in the scheduled duration and

NERB is the overhead configured by higher layer parameter and NJFE is set to 0.

physical resource block, N is the number of symbols of the PDSCH allocation within

= A UE determines the total number of REs allocated for PDSCH (Ngg)) by Ngg =
min(156, Njz) X nprgNrg = Ngg*Nprg, Where nppg Ngg = Ngg*nprg is the total number of
allocated PRBs for the UE.

2. Intermediate number of information bits (Ni,f,) is obtained by Nz, = Ngg X R X Qy X
UTBStemp = Nrg*R*Qp*v.
3. When N;,,r, < 3824, TBS is determined as follows

= quantized intermediate number of information bits Ny, r, = max (24, 2" l%]) where
n = max(3, |logz (Ninso )| — 6).
= use Table 5.1.3.2-1 find the closest TBS that is not less than N/,

Index TBS Index TBS |Index TBS Index TBS
1 24 31 336 61 1288 91 3624
32 32 352 62 1320 92 3752
40 33 368 63 1352 93 3824
48 34 384 64 1416
56 35 408 65 1480
64 36 432 66 1544
72 37 456 67 1608
80 38 480 68 1672

0o ~NOoO Ul WN
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9 88 39 504 69 1736
10 96 40 528 70 1800
11 104 41 552 71 1864
12 112 42 576 72 1928
13 120 43 608 73 2024
14 128 44 640 74 2088
15 136 45 672 75 2152
16 144 46 704 76 2216
17 152 47 736 77 2280
18 160 48 768 78 2408
19 168 49 808 79 2472
20 176 50 848 80 2536
21 184 51 888 81 2600
22 192 52 928 82 2664
23 208 53 984 83 2728
24 224 54 1032 84 2792
25 240 55 1064 85 2856
26 256 56 1128 86 2976
27 272 57 1160 87 3104
28 288 58 1192 88 3240
29 304 59 1224 89 3368
30 320 60 1256 90 3496

Table 3-25: TBS for N_infinio <3824 from Standards Table 5.1.3.1-4
4. When N5, > 3824, TBS is determined as follows.

* quantized intermediate number of information bits Nl-’nfo=max(3840,2”x

2n

round (M)) where n = [log, (Ninro — 24)| — 5 and ties in the round function are

broken towards the next largest integer.

= ifR<1/,
TBS = 8.C [M] — 24, where C = [M]
8.C 3816
else
if Nfypo > 8424
TBS = 8.C [M] — 24, where C = [M]
8.C 8424
else
8 )
end if
end if

else if Table 3-23 is used and 28 < Ij;cs < 31.
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3.9.13 HARQ

3.9.13.1 Introduction

We start with a brief and simplistic explanation of the HARQ mechanism.

1. Hybrid automatic repeat request (hybrid ARQ or HARQ) is a combination of

retransmissions and error correction. The HARQ protocol runs in the MAC and PHY layers.
In the 5G PHY, a code block group (CBG) is transmitted over the air by the transmitter to
the receiver. If the CBG is successfully received the receiver sends back an ACK, else if
the CBG is received in error the receiver sends back a NACK (negative ACK).

If the transmitter receives an ACK, it sends the next CBG. However, if the transmitter
receives a NACK, it retransmits the previously transmitted CBG.

In 5G, the incorrectly received CBG is not discarded but stored at the receiver. When the
re-transmitted CBG is received, the two CBGs are combined. This is called Hybrid ARQ
with chase-combining (HARQ-CC).

3.9.13.2 Implementation in NetSim

HARQ is implemented in 4G (eNB) and in 5G (gNB) in both downlink and uplink.
. A HARQ entity is defined for each gNB-UE pair, separately for Uplink and Downlink and

for each component carrier. The HARQ entity handles the HARQ processes.
a. Max number of HARQ processes is 8 in 4G
b. Max number of HARQ processes is 16 in 5G

Each HARQ process transmits one Transport Block (TB) at any time

4. When operating in MIMO, each layer handles a different TB. This means that one TB is

not transmitted across multiple layers.

Each TB is split into Code blocks (CBs) and CBs are grouped into Code Block Groups
(CBGs).

. At the receiver the CBGs are given to a multiplexer which combines the CBGs into a TB.
CBGs are always retransmitted at the same MCS as the first transmission. This restriction

comes from the specification of the rate matcher in the 3GPP TS 38.212 standard.
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Tx Rx
CBG,(1) \,i\f )
i > NO SINR;(1)
CBG,(2) A/E(CK +
\E\} SINR4(2)

Figure 3-12: We see the HARQ transmission process. The transmitter sends CBG1 which is errored.
Therefore, the receiver sends a NACK. CBGL1 is then retransmitted (transmission attempt 2). The
receiver then soft combines the first and second transmissions, which is successful and hence sends
back an ACK

8. In HARQ-CC, every retransmission contains the same coded bits (information and coding
bits). We abstract soft combining and model it by summing (in linear scale) the SINRs of
transmitted and retransmitted CBGs. The BLER is then looked up for the combined SINR.

9. The New Data Indicator (NDI) flag is set (both in UL and DL) true for transmission of a new
TB.

10. HARQ entity is terminated during handover-triggered de-association from a gNB and re-
created at the new gNB after the handover procedure is completed.

11. HARQ retransmissions have priority over new data transmissions. Within a HARQ
process, new data transmissions are not taken up when retransmission data is in the
queue.

12. HARQ processes are multiplexed in time (slots) in a round robin fashion. For example, if

we had a case with 4 HARQ processes then:

Slot 1 — HARQ Process 1 > Success

Slot 2 — HARQ Process 2 > Success

Slot 3 — HARQ Process 3 > Error

Slot 4 — HARQ Process 4 > Success

Slot 5 — HARQ Process 1 > Success

Slot 6 — HARQ Process 2 > Success

Slot 7 — HARQ Process 3 > Retransmission Success

... and soon
3.9.13.3 Assumptions and limitations

1. The HARQACK/NACK is sent out-of-band by the receiver immediately after receipt (4t —
01). It is then instantaneously and correctly received at the transmitter. The ACK/NACKs

are not logged.
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2. If DL/UL transmission can occur, then reverse direction (UL/DL respectively) ACK/NACK
will be successful. Specifically, even if the UL data link is in outage, ACK/NACK transmitted
in the UL will be correctly received by the gNB.

3.9.13.4 Transmission flow

1. Packets are either split or combined into transport blocks (TBs) depending on the packet

size and the TB size. It is the TB that needs to be transmitted over the air.

a. Users can set the application layer packet size in NetSim GUI > Application properties.
The packet size at the MAC is the application packet size plus transport layer and IP

layer overheads. Users can obtain the MAC layer packet size from the packet trace.

b. The TB size is determined by the LTE and 5G NR protocol running in the MAC/PHY.
Users can obtain the TB size from the code block log file (explained subsequently in
section 3.9.12)

2. TB are then split to Code blocks (CBs). The code block size calculation and TB
segmentation is explained in section 3.9.14 below.
3. CBs are grouped into code block groups (CBGs).

a. The max number of CBGs per TB can be set in the NetSim GUI (based on RRC
parameter MAX_CBG_PER_TB in the NetSim GUI)

4. TBs are transmitted by transmitting CBGs, which in turn comprises of CBs

5. BLER is applied upon CBG reception at the receiver
If any CB is in error, the transmitter retransmits the entire CBG to which that CB is a part
of.

7. The receiver then soft combines the first transmission and all subsequent retransmissions

a. Soft combining is modelled by adding their SINRs in the linear scale. For example, if

there were 2 retransmissions, then the combined SINR would be given by
CombinedSINRY* = SINRI* + SINRI* + SINRT*

BLER is applied on the improved (combined) SINR by tossing a biased coin

If any CB is in error, go to step 6, subject to transmit limit of 4 (retransmit limit of 3).
a. The transmit limit is user settable in NetSim, and by default is set to 4.

10. If all CBGs (in a TB) are successful, then at the receiver, the TB is sent up to the RLC
11. Else, the entire TB is dropped
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13.5 Special cases

If there is a retransmission scheduled in a multi-layer scenario, then the scheduler cannot
retransmit data in one layer and transmit new data in another layer to the same UE. Hence
during retransmissions, the scheduler allows other UEs to use the resources. The reason
is: the next TB can only be sent after receiving a successful ACK or if the current TB is
dropped. Therefore, another TB (to the same UE) cannot be scheduled on the remaining
resources. For example, if Max-throughput scheduling is used, when a CBG is received
in error the NDI flag is false. When the NDI flag is false, the UE is not passed through the
scheduler function; only the CB that needs to be transmitted is Hence remaining PRBs left
- after retransmitting the errored CBG - must be allocated to a not Max-SINR UE. Also
note that, the not Max-SINR UE’s CBGs may also be errored in which case those CBGs
need to be retransmitted. This above complicating factor leads to a break down in the
general belief that Max-throughput scheduler leads to Max-SINR UE getting all throughput
with other UEs getting NIL throughput.

Again, consider a multi-layer scenario with CBG errors in 2 or more layers. How many
PRBs should then be allocated for retransmissions and how many for new data from
different UEs? In such cases NetSim calculates the PRBs required for retransmission as

the max of PRBs required for retransmission in each layer.

13.6 Logging

A B c D E F G H 1 J K L M N o P Q R H T U v w x )
Time (ms| - gNBId |- gNBIf - UEId |- UEI | - Channel - CA - Frameid - Sub - Slotid - Layerld - |Processid - Re Y TBS - Modulatior - Codel - CBS | - CBS_ - SINR(Combined - BLE - CBG - CBI - NDI__ - Tra -
H 13000.5 10 4 12 1 PDSCH o 1301 1 2 1 1 888 2560AM m 968 888 43169552 o 1 1 TRUE [
8| 130005 10 4 12 1 PDSCH [ 1301 1 2 2 1 888 2560AM 711 968 888 50511920 0 1 1 TRUE 4
1| 130005 10 4 12 1 PDSCH 0 1301 1 2 3 1 888 2560AM 711 968 888 56157132 0 1 1 TRUE 4
13000.5 10 4 12 1 PDSCH 0 1301 1 2 4 1 888 2560AM 711 968 838 58.955028 0 1 1 TRUE [
3| 130015 10 4 12 1 PUSCH 0 1301 2 2 1 1 888 256QAM 711 968 888 51730184 0 1 1 TRUE 4
13003 10 4 12 1 PDSCH 0 1301 4 1 1 1 888 2560AM 711 968 288 43169552 0 1 1 TRUE «
13003 10 ] 12 1 PDSCH ] 1301 4 1 2 1 888 2560AM 711 968 888 50511929 0 1 1 TRUE 4
! 13003 10 4 12 1 POSCH 0 1301 a 1 3 1 888 256QAM 711 968 888 56.157132 0 1 1 TRUE [
| 13003 10 4 12 1 PDSCH 0 1301 a 1 4 1 838 2560AM m 968 888 58955028 0 1 1 TRUE 4
)| 130055 10 4 12 1 PDSCH ] 1301 [ 2 1 1 80808 2560AM 711 B448  BlIZ 43169552 0 1 1 TRUE 4
1| 130055 10 4 12 1 PDSCH 0 1301 6 2 1 1 80808 2560AM 711 8448 Bl 43169552 0 1 2 TRUE 4
13005.5 10 4 12 1 PDSCH 0 1301 [ 2 1 1 80808 2560AM 711 BaM8 8112 43169552 0 2 1 TRUE «
8| 130055 10 4 12 1 PDSCH (] 1301 6 2 1 1 80808 2560AM 711 Ba4 BlL2 43169552 0 2 2 TRUE 4
! 13005.5 10 4 12 1 PDSCH 0 1301 6 2 1 1 80808 2560AM 711 8448 8112 43.169552 0 3 1 TRUE «
3| 130055 10 4 12 1 POSCH 0 1301 6 2 1 1 80808 2560AM 711 B4 812 43169552 0 4 1 TRUE 4
13005.5 10 4 12 1 PDSCH 0 1301 5 2 1 1 8008 2560AM 711 B8 BI12 43169552 0 S 1 TRUE «
13005.5 10 4 12 1 PDSCH ] 1301 6 2 1 1 80808 25604M 711 8448 BlL2 43169552 0 6 1 TRUE 4
3| 130055 10 4 12 1 POSCH 0 1301 6 2 1 1 80808 2560AM 711 8448 8112 43169552 0 7 1 TRUE [
3| 1300555 10 ] 12 1 PDSCH 0 1301 5 2 1 1 80808 2560AM 711 B8 8112 43169552 0 8 1 TRUE 4
)| 130055 10 4 12 1 PDSCH ] 1301 6 2 2 1 80808 2560AM 711 B448  BlI2 50511929 0 1 1 TRUE 4
1| 130055 10 4 12 1 POSCH 0 1301 6 2 2 1 80808 2560AM 711 B8 Bl 50511929 0 1 2 TRUE «
13005.5 10 4 12 1 PDSCH 0 1301 6 2 2 1 80808 2560AM 711 8448 8112 50511929 0 2 1 TRUE 4
3| 130055 10 4 12 1 PDSCH (] 1301 6 2 2 1 80808 2560AM 711 8448 BlL2 50511920 0 2 2 TRUE 4
! 13005.5 10 4 12 1 PDSCH o 1301 6 2 2 1 80808 2560AM 711 8448 8112 50.511929 o 3 1 TRUE C
13005.5 10 a 12 1 PDSCH 0 1301 6 2 2 1 80808 2560AM 711 8448 8112 50511929 0 4 1 TRUE 4
13005.5 10 4 12 1 PDSCH [ 1301 6 2 2 1 80808 2560AM 711 B448  BlL2 50.511920 0 5 1 TRUE q

Figure 3-13: HARQ log file showing code block transmission. Here CBS__ represents the information

bits within a code block (CBS column).

1. Transmission attempts 1, 2, 3 and 4 are indexed as 0, 1, 2, 3. If the 4th attempt is errored,

the CBG is dropped.

Packet trace only logs “packet” flow, and does not log flow of TBs, CBGs etc. Therefore,
the packet trace logs a packet in the MAC OUT of the transmitter and subsequently if
received successfully at the MAC IN of the receiver. If the packet is errored, it is also
marked in the packet trace.
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3. Note that if a TB is in error than all the packets that were part of the TB will be marked

as error.

4. The transmission/re-transmission of CBs is logged in the Code Block logfile.

5. The remarks column would have messages for HARQ preparation and would be blank

for actual transmissions.

© N o

CBGID is also on a per layer basis

TBS is always logged on a per layer basis.

SINR reported in the CBG log is the post-soft combining SINR.

Time (ms] - gNBId |- gNBIf |- UEId |- UEIf |- Channel - CA - Frameld - Sub - Slotld |- Layerld - Processid - Re T TBS - Modulatior ~ Codel - CBS | - CBS_ | - SINR[Combined - |BLI
160.999 9 ) 1 1 0 17 1 2 0 N/A HARQ entity created
160.999 9 4 13 1 0 17 1 2 0 N/A HARQ entity created
160.999 10 4 12 1 o 17 1 2 0 N/A HARQ entity created
160.999 10 4 14 1 0 17 1 2 0 N/A HARQ entity created
161 9 4 1 1 PUSCH 0 17 2 1 0 1 Process number = 1, NDI = True, Transmission number = 0
161 9 4 13 1 PUSCH 0 17 2 1 o 1 Process number = 1, NDI = True, Transmission number = 0
161 9 4 1 1 PUSCH [} 17 2 1 (1] 1 Allocated PRBs for new data =0
161 9 4 13 1 PUSCH 0 17 2 1 0 1 Allocated PRBs for new data = 0
161 10 4 12 1 PUSCH 0 17 2 1 0 1 Process number = 1, NDI = True, Transmission number = 0
161 10 4 14 1 PUSCH 0 17 2 1 0 1 Process number = 1, NDI = True, Transmission number = 0
161 10 4 12 1 PUSCH o 17 2 1 o 1 Allocated PRBs for new data =0
161 10 4 14 1 PUSCH 0 17 2 1 0 1 Allocated PRBs for new data = 0
161.5 9 4 1 1 PUSCH 0 17 2 2 0 1 Process number = 1, NDI = True, Transmission number =0
161.5 9 4 13 1 PUSCH 0 17 2 2 o 1 Process number = 1, NDI = True, Transmission number = 0
1615 9 4 1 1 PUSCH 0 17 2 2 0 1 Allocated PRBSs for new data =0
161.5 9 4 13 1 PUSCH 0 17 2 2 0 1 Allocated PRBs for new data = 0
161.5 10 4 12 1 PUSCH ] 17 2 2 o 1 Process number = 1, NDI = True, Transmission number = 0
161.5 10 4 14 1 PUSCH 0 17 2 2 0 1 Process number = 1, NDI = True, Transmission number = 0
161.5 10 4 12 1 PUSCH 0 17 2 2 0 1 Allocated PRBs for new data =0
161.5 10 4 14 1 PUSCH 0 17 2 2 0 1 Allocated PRBs for new data = 0
162 9 4 1 1 PUSCH 0 17 3 1 0 1 Process number = 1, NDI = True, Tra
162 9 4 13 1 PUSCH 0 17 3 1 0 1 Process number = 1, NDI = True, Traj
162 9 4 1 1 PUSCH 0 17 3 1 0 1 Allocated PRBs for new data =0
162 9 4 13 1 PUSCH 0 17 3 1 0 1 Allocated PRBs for new data = 0
162 10 4 12 1 PUSCH ] 17 3 1 o 1 Process number = 1, NDI = True, Transmission number = 0
162 10 4 14 1 PUSCH 0 17 3 1 0 1 Process number = 1, NDI = True, Transmission number = 0

Figure 3-14
3.9.13.7 HARQ turn off

: HARQ log showing HARQ working via information provided in the Remarks columns

There are ongoing discussions of abandoning of HARQ for the 1 ms end-to-end latency use

case of URLLC. This decision implies that the code rate had to be lowered such that a single

shot transmission, i.e., no retransmissions and no feedback, achieves the required BLER.

NetSim allows users to turn HARQ OFF via the GUI. Note that the code block log will continue

to be written. Users will notice that errored CBGs are not retransmitted if HARQ is turned OFF.

Since the CB/CBG is in error, that entire TB to which it belongs will be in error.

Users can inspect the packet trace and will see large numbers of packets errors if HARQ is
turned OFF and if the UE is seeing a high BLER.

3.9.14 Segmentation of transport block into code blocks

1. If the transport block size is larger than 3824, a 16-bit CRC is added at the end of the

transport block or 24-bit CRC is added.

2. The transport block is divided into multiple equal size code blocks when the transport block

size exceeds a threshold.

3. For quasi-cyclic low-density parity-check code (QC-LDPC) base graph 1, the threshold is
equal to 8448.
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For QC-LDPC base graph 2, the threshold is equal to 3840. In 5G NR, the maximum code
block size number is 8448.

An additional 24-bit CRC is added at the end of each code block when there is a
segmentation.

A CBG can have up to 2/4/6/8 CBs.

Maximum transport block size - 1,277,992.

LDPC BG 1, CBS Max, (K.;) = 8448, LDPC BG 2, CBS Max, (K,,) = 3840

YES NO LDPC BG=1 CBS =22 x Zc

No
L=0 L =24
c=1 B
C:
Kcb— L

l CBS=10 x Zc

B’ = TBS B =TBS+CXL
! BI
L, K=F e

L = Extra CRC bits, ¢ = Number of Code blocks, TBS = Size of Transport block,

KI

= Information bits in code block. The base matrix expansion factor Zc is calculated by

selecting minimum Zc in all sets of lifting size tables, such that: K, X Zc > K. K, denotes the

number of information bit columns for the lifting size Zc.

3.9.15 BLER and MCS selection

NetSim GUI allows users set the BLER, via the BLER drop down option. This option has two

settings, and each setting in-turn has different options for MCS selection. Both BLER and MCS

selection are global options and will apply to all gNBs and UEs in both DL and UL in the network

scenario.

1.

Zero BLER
=  MCS Selection: Ideal Shannon theorem-based rate

e MCS is chosen from the 3GPP (spectral efficiency to MCS) table assuming ideal
Shannon rate whereby
SpectralEfficiency = log,(1 + SINR)
e Data is transmitted at this MCS with zero BLER
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The spectral efficiency to MCS table is explained in section 3.9.11.1 (Modulation order

and target code rate determination)
MCS Selection: Shannon rate with attenuation factor

MCS is chosen from the 3G (spectral efficiency to MCS) table per the following
expression provided in TR 36.942:

SpectralEfficiency = a X log, (1 + SINR)
a is the attenuation factor and generally 0.5 < a < 1.00. Default: 0.75
Data is transmitted at this MCS with zero BLER.
A more general formula, available in literature, is SprectralEf ficiency = a X log, (1 +
B x SINR) with 0 < g < 1. This can be easily programmed in NetSim by modifying the
code to include g and then rebuilding it.

SINR in the above expressions is in linear scale

2. BLER Enable: Within this, users can set outer loop link adaptation (OLLA) to True or False

OLLA False: The MCS is chosen in exactly the same way as described in the Zero
BLER case. Data is, however, transmitted at the chosen MCS, with BLER. The BLER
is looked up from NetSim’s proprietary BLER-MCS-SINR curves.

OLLA True: In this case, the user needs to set a target BLER (t-BLER), for example
10%. Based upon the set t-BLER an initial MCS is "guessed". Subsequently, the MCS
is dynamically adjusted based on an outer-loop link adaptation algorithm that uses
HARQ ACK-NACK messages. Note that the t-BLER is based on initial transmission

and not after a re-transmission.

3.9.16 BLER-MCS-SINR Curves

NetSim has exhaustive SINR-BLER data for various transport block sizes for all MCSs (1, 2,
..., 28) for Base graphs (1, 2) for all three tables (1, 2, 3). The SINR-BLER data was generated

using an in-house proprietary link-level simulation program and the results have been carefully

validated against published literature.
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3.9.17 Outer Loop Link Adaptation (OLLA) (Part of Adv. 5G)

o ()

HARQ-ACK. ~

Figure 3-15: UE reports CQI based on SINR and the gNB transmits data at an MCS based on CQI
During the downlink AMC process, a user equipment (UE) reports the channel quality indicator
(CQI) of the link to the gNB, as shown in Figure 3-15. This CQI is based on the received
instantaneous signal to interference plus noise ratio (SINR). OLLA is a feedback loop
technique that adjusts the instantaneous SINR value by adding or subtracting an offset, using
positive or negative acknowledgement signals (i.e., ACK or NACK respectively). The offset is
updated continuously based on the Hybrid Automatic Repeat Request (HARQ)
acknowledgement feedback, such that the average Block Error Rate (BLER,) converges to a
predefined target (BLERT)

\UE |
e R S
[ SINR | @MS A je——
| to | | |
| cqr | —S4———»[CQlwSINR !
| : | |
! I
! 1

Figure 3-16: MCS selection per inner loop link adaptation (without OLLA)

Rate adaptation has two parts:

= aninner loop adaptation where the SINR measured by the user is used as an anchor to

determine the transmission rate. This transmission rate is fed back, and

= OLLA is used at the base-station to make appropriate corrections to this transmission
rate
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Figure 3-17: MCS selection with OLLA

The OLLA compensation is as follows:
Aorra(k) = Aorralk — 1) + Ay X e(k) + Agown X (1 —e(k))
Where e(k) s an indicator variable whose value is 0 for ACK and 1 for NAC
Yerr (k) = P (k, @) — Dopa (k,m)

All terms in the above expression have units of dB. We can see that a positive value of Ay ;4
leads to a lower value of y. ¢, which translates into a pessimistic interpretation of the reported
channel conditions and the selection of a conservative MCS. Conversely, a negative value of
AoLLa leads to a higher y.sr, translating into an optimistic interpretation of the channel
conditions and the selection of an aggressive MCS. At the beginning of each radio resource
control (RRC) connection, Ay, ;4 is initialized to a fixed value, A;,;, defined on a cell basis. As
the connection progresses, A4 iS progressively modified by OLLA based on HARQ
feedback.

When a positive acknowledgment (ACK) is received, Ap;.4 is decreased by Ag,wn, @and when

a negative acknowledgment (NACK) is received, Ag,4 is increased by A,,. The ratio AZ"&
up

controls the target BLER that OLLA converges to, and is given by

1 ~ Agown
(1+ v ) = B , if Aup > Ajown
Adown

BLER; =

Typical values for A, and A4, are 1 dB and 0.1 dB, respectively, to ensure quick recovery

from high BLER situations and smooth convergence to equilibrium. These values yield a target
BLER of 0.1 (10%).

Note that the target BLER is only reached at the end of large activity connections, for which a
large number of ACKs and NACKSs are received by the eNB. For these connections, OLLA
reaches steady state and AOLLA fluctuates around the proper value due to random system
errors. In contrast, for small activity connections, convergence is not guaranteed, unless

AOLLA is properly initialized. When A;,,; is too large, v, is initially far below the actual channel
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conditions. This leads to an excessively conservative selection of the initial MCS and,
therefore, user throughput is below the maximum achievable value. Considering a typical value
of Azown = 0.1 dB, OLLA needs at least 10 consecutive successful transmissions (i.e., 10 ms)
to compensate for a 1 dB bias in SINR reporting. On the other hand, when A;,; is too small,
Yerr is far above the actual channel conditions and a too aggressive MCS s initially selected.
This causes high BLER figures and unnecessary retransmissions, thus lowering the net user

data flow. In both cases, user throughput is negatively affected.

The target BLER for OLLA is at a transport block level and is defined as the ratio of TBs errored
to the TBs transmitted. In the NetSim PHY, TBs are split into code blocks (CBs), which are
sent over the air. CBs are aggregated into code block groups (CBG); the HARQ plus soft
combining operates at a CBG level.

3.9.18 Out of coverage

As explained in the assumptions, NetSim does not model physical control channels or
reference signals. All measurements are made on the physical data channels. The downlink
received SNR is determined from large scale pathloss and shadowing calculated per the
stochastic propagation models in the 3GPPTR38.900 standard, and fast fading calculated from
the H matrix. This SNR calculation is done at the start of the simulation, and then at every
instant a UE moves. It is a single wideband measurement at the center frequency. Interference

from other gNBs is not considered in the SNR calculations.

Out of coverage in NetSim is based on the calculated spectral efficiency of the physical data

channel. Spectral Efficiency is equal to log, (1 +%) A UE is out-of-coverage when this
0

spectral efficiency falls below a threshold. This threshold is the value of the spectral efficiency
of index 1 per 3GPP 38.214 Table 5.2.2.1.-2 for CQI Table 1, or 5.2.2.1.-3 for CQI Table 2, or
5.2.2.1.-4 for CQI Table 3.

The NetSim log would report CQI as 0 whenever this condition occurs. Note that the RRC
connection is not released and NetSim does not currently model Radio Link Failures (RLF). If
the UE’s spectral efficiency, with the same serving gNB again crosses the threshold, data
transmissions can occur. Due to mobility, if the UE’s spectral efficiency from a different gNB,

crosses threshold then handover procedure is initiated.
3.9.19 Carrier Aggregation

In NetSim carrier aggregation (CA) is done in both DL and in the UL. When doing CA, the PHY
layer is separate for each component carrier (CC). Thus, each CC will have a different
pathloss, SINR and TBS. Then the resources of all component carriers (CCs) are pooled at

the MAC, and scheduling is across the pooled resources. However, in practice each UE may
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be assigned resources from a particular CC. Since NetSim doesn’t model frequency selective
channel fading, there is generally negligible difference in network performance between
allotting from a pool vs. allotting from one CC. The exception is when the data demand from
any UE is greater than the capacity of a CC.

NetSim v13.3 GUI by default has options for single band and 2-band carrier aggregation.
Loading all CA options — single band, 2 component carriers (CCs) and more than 2 CCs —

requires the following change to be carried out.

= Go to <NetSim-Install-directory>/docs/xml (for example C:\Program
Files\NetSim\Pro_v13 3\Docs\xml). Here you will find two folders (i) Properties, and (ii)
Properties_5G_All_Carriers. NetSim GUI by default reads from the Properties folder
which has only single band and 2CC CA.

= Rename the Properties folder as say Properties 1CC 2CC and then rename
Properties_5G_All_Carriers as Properties. Once this is done NetSim GUI will read the
new properties folder which support all CA options as explained in the section below.

= The reason for having a separate folder with single band and 2 CC is because loading
all CA folder takes a long time in NetSim GUI.

3.9.20 CA Configuration Table (based on TR 38 716 01-01 Rel 16 NR)

The Intraband CA configuration is based on TR 38716 01-01 Rel 16 NR. The interband CA
configuration is based on 38 than716 02-00 for 2 bands DL / x bands UL, and TR 38.716 03
01 for 3 bands DL and 1 band UL. Carrier aggregation can be configured in the gNB's Physical
layer properties. Following are the various configuration options that are available:

TDD Bands
CC Configuration Table

. Uplink
: . CcC Frequency | Uplink Low .
CC Configuration Count CC Type Range (MH2) I&lgf;

INTER_BAND_CC

CC_2DL_1UL_n39_n41 2 CC1,CC2 FR1 1880, 2496 %ggg’
CC_2DL_2UL_n39_n41 2 CC1,CC2 FR1 1880, 2496 %ggg'
CC_2DL_1UL_n41_n79 2 CC1,CC2 FR1 2496, 4400 gggg’
CC_2DL_2UL_n41_n79 2 CC1,CC2 FR1 2496, 4400 éggg'
CC_2DL_1UL_n40_n41 2 CC1,CC2 FR1 2300, 2496 3288'
CC_2DL_2UL_n40_n41 2 CC1,CC2 FR1 2300, 2496 gggg'
CC_2DL_1UL_n50_n78 2 CC1,CC2 FR1 1432, 3300 égég'
CC_2DL_2UL_n50_n78 2 CC1,CC2 FR1 1432, 3300 égég'
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CC_2DL_1UL_n41_n50 2 CC1,CC2 FR1 2496, 1432 fgig
CC_2DL_2UL_n41_n50 2 CC1,CC2 FR1 2496, 1432 i223
CC_2DL_1UL_n39_n79 2 CC1,CC2 FR1 1880, 4400 égég
CC_2DL_2UL_n39_n79 2 CC1,CC2 FR1 1880, 4400 2338
CC_2DL_1UL_n40_n78 2 CC1,CC2 FR1 2300, 3300 2383
CC_2DL_2UL_n40_n78 2 CC1,CC2 FR1 2300, 3300 3388
CC_2DL_1UL_n40 n79 2 CCl,CC2 FR1 2300, 4400 2383
CC_2DL_2UL_n40_n79 2 CC1,CC2 FR1 2300, 4400 2388
CC_2DL_1UL_n77_n258 2 CC1,CC2 FR1,FR2 3300, 24250 g%ggb
CC_2DL_2UL_n77_n258 2 CC1,CC2 FR1,FR2 3300, 24250 g%ggb
CC_2DL_1UL_n78_n258 2 CC1,CC2 FR1,FR2 3300, 24250 33286
CC_2DL_2UL_n78_n258 2 CCl1,CC2 FR1,FR2 3300, 24250 33286
CC_2DL_1UL_n79_n258 2 CC1,CC2 FR1,FR2 4400, 24250 33236
CC_2DL_2UL_n79_n258 2 CC1,CC2 FR1,FR2 4400, 24250 23286
CC_2DL_1UL_n78_n257 2 CC1,CC2 FR1,FR2 3300, 26500 33286
CC_2DL_2UL_n78_n257 2 CC1,CC2 FR1,FR2 3300, 26500 33286
CC_2DL_1UL_n41_n260 2 CC1,CC2 FR1,FR2 2496, 37000 igggb
CC_2DL_2UL_n41_n260 2 CC1,CC2 FR1,FR2 2496, 37000 igggb
INTRA_BAND_CONTIGUOUS_CC

CC_2DL_n41C_1UL_n41A 2 CC1,CC2 FR1 2496, 2496 3238
CC_2DL_n257G_2UL_n257G 2 CC1,CC2 FR2 26500, 26500 33288
29500,

CC_3DL_n257H_3UL_n257G 3 CCL,CC2, | gy 26500, 26500, | 5950y,

_3DL_| _SUL_ cc3 26500

29500
29500,

CC_3DL_n257H_3UL_n257H 3 CCL, CC2, gy 26500, 26500, 5950

_3DL_ _SUL_ cc3 26500

29500
29500,

CC1, cCc2, 26500, 26500, 29500

CC_4DL_n257I_4UL_n257G 4 oCa cea | FR2 26500 26500 29500
29500
29500,

CC1, cC2, 26500, 26500, = 29500

CC_4DL_n257I_4UL_n257H 4 CCa Cea | FR2 26500 26500 29500
29500
29500,

CC1, CcC2, 26500, 26500, 29500

CC_4DL_n257_4UL_n2571 4 oCa cea | FR2 26500 26500 29500
29500
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29500,
CcCl, cc2, 26500, 26500,  29500.

CC_5DL_n257J_5UL_n257G 5 CC3.CC4  FR2 26500, 26500, 29500.
cCs 26500 29500

29500

29500,

CcCl, cc2, 26500, 26500, 29500

CC_5DL_n257J 5UL_n257H 5 CC3.CC4  FR2 26500 26500, 29500
cCs 26500 29500

29500

29500,

CCl, cC2, 26500, 26500,  29500.

CC_5DL_n257J 5UL n2571 5 CC3.CC4  FR2 26500, 26500, 29500.
cCs 26500 29500

29500

29500,

CC1, cC2, 26500, 26500, 29500

CC_5DL_n257J 5UL n257J 5 CC3.CC4  FR2 26500 26500, 29500
CCs 26500 29500

29500

29500,

CC1l, CC2, 26500, 26500, ggggg

CC_6DL_n257K_6UL_n257G 6 CC3.CC4  FR2 26500, 26500,  50200"
CC5. CC6 26500, 26500 2000

29500

29500,

CC1, CC2, 26500, 26500, ggggg

CC_6DL_n257K_6UL_n257H 6 CC3.CC4  FR2 26500, 26500, 50200
CC5. CC6 26500, 26500 50200

29500

29500,

CC1, cC2, 26500, 26500, ggggg

CC_6DL_n257K_6UL_n257 6 CC3.CC4  FR2 26500, 26500,  50200"
CC5. CC6 26500,26500 50000

29500

29500,

CC1, CC2, 26500, 26500, ggggg

CC_6DL_n257K_6UL_n257J 6 CC3.CC4  FR2 26500, 26500, 50200
CC5. CC6 26500, 26500 :

29500,

29500

29500,

CC1, CC2, 26500, 26500, ggggg

CC_6DL_n257K_6UL_n257K 6 CC3.CC4  FR2 26500, 26500,  50200"
CC5. CC6 26500,26500 5050

29500

29500,

CC1, CC2, 26500, 26500, ggggg

CC3. CC4. 26500, 26500 :

CC_7DL_n257L_7UL_n257G 7 e e FR2 s, oea0y 29500
cCc7 26500 o,

29500,

29500

29500

ccl, cc2, 26500, 26500, !

CC_7DL_n257L_7UL_n257H 7 s ey PR o, a0, ggggg
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CC_7DL_n257L_7UL_n257J

CC_7DL_n257L_7UL_n257K

CC_7DL_n257L_7UL_n257L

CC_8DL_n257M_8UL_n257G

CC_8DL_n257M_8UL_n257H

CC_8DL_n257M_8UL_n257I

CC_8DL_n257M_8UL_n257J
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CC5, CCe,
cc7v

CC1, CC2,
CC3, CC4,
CC5, CC6,
CC7

CC1, CC2,
CC3, CC4,
CC5, CC¢,
CcC7

CC1, CCz,
CC3, CC4,
CC5, CC6,
CCv

CC1, CC2,
CC3, CC4,
CC5, CCe,
CC7

CC1, CC2,
CC3, CC4,
CC5, CC6,
CC7, CC8

CC1, CCz,
CC3, CC4,
CC5, CCe,
CC7, CC8

CC1, CC2,
CC3, CC4,
CC5, CCe,
CC7, CC8

CC1, CCz,
CC3, CC4,
CC5, CCe,
CC7, CC8

FR2

FR2

FR2

FR2

FR2

FR2

FR2

FR2

26500, 26500,
26500

26500, 26500,
26500, 26500,
26500, 26500,
26500

26500, 26500,
26500, 26500,
26500, 26500,
26500

26500, 26500,
26500, 26500,
26500, 26500,
26500

26500, 26500,
26500, 26500,
26500, 26500,
26500

26500, 26500,
26500, 26500,
26500, 26500,
26500, 26500

26500, 26500,
26500, 26500,
26500, 26500,
26500, 26500

26500, 26500,
26500, 26500,
26500, 26500,
26500, 26500

26500, 26500,
26500, 26500,
26500, 26500,
26500, 26500
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29500,
29500,
29500,
29500
29500,
29500,
29500,
29500,
29500,
29500,
29500
29500,
29500,
29500,
29500,
29500,
29500,
29500
29500,
29500,
29500,
29500,
29500,
29500,
29500
29500,
29500,
29500,
29500,
29500,
29500,
29500
29500,
29500,
29500,
29500,
29500,
29500,
29500,
29500
29500,
29500,
29500,
29500,
29500,
29500,
29500,
29500
29500,
29500,
29500,
29500,
29500,
29500,
29500,
29500
29500,
29500,
29500,
29500,
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CC_8DL_n257M_8UL_n257K

CC_8DL_n257M_8UL_n257L

CC_8DL_n257M_8UL_n257M

CC_n258B

CC_n258C

CC_n258D

CC_n258E

CC_n258F

CC_n258G

CC_n258H

CC_n258lI

CC_n258J

CC_n258K
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CC1, CC2,
CC3, CC4,
CC5, CCe,
CC7, CC8

CC1, CC2,
CC3, CC4,
CC5, CC6,
CC7, CC8

CC1, CCz,
CC3, CC4,
CC5, CC6,
CC7, CC8

CC1, CC2

CC1, CCz,
CC3

CC1, CcCc2

CC1, CC2,
CC3

CC1, CC2,
CC3, CC4

CC1, CC2

CC1, CCz,
CC3

CC1, CC2,
CC3, CC4

CC1, CCz,
CC3, CC4,
CC5

CC1, CC2,
CC3, CC4,
CC5, CC6

FR2

FR2

FR2

FR2

FR2

FR2

FR2

FR2

FR2

FR2

FR2

FR2

FR2

26500, 26500,
26500, 26500,
26500, 26500,
26500, 26500

26500, 26500,
26500, 26500,
26500, 26500,
26500, 26500

26500, 26500,
26500, 26500,
26500, 26500,
26500, 26500

24250, 24250

24250, 24250,
24250

24250, 24250

24250, 24250,
24250

24250, 24250,
24250, 24250

24250, 24250

24250, 24250,
24250

24250, 24250,
24250, 24250

24250, 24250,
24250, 24250,
24250

24250, 24250,
24250, 24250,
24250, 24250
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29500,
29500,
29500,
29500
29500,
29500,
29500,
29500,
29500,
29500,
29500,
29500
29500,
29500,
29500,
29500,
29500,
29500,
29500,
29500
29500,
29500,
29500,
29500,
29500,
29500,
29500,
29500
27500,
27500
27500,
27500,
27500
27500,
27500
27500,
27500,
27500
27500,
27500,
27500,
27500
27500,
27500
27500,
27500,
27500
27500,
27500,
27500,
27500
27500,
27500,
27500,
27500,
27500
27500,
27500,
27500,
27500,
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27500,

27500

27500,

CC1, cC2, 24250, 24250, g;ggg

CC3. CC4. 24250, 24250, :

CC_n258L 7 oo coa FR2 Sro0, oaoeg. | 27500
cCc7 24250 27500,

27500,

27500

27500,

27500,

CC1, CC2, 24250, 24250, 27500

CC3. CCa. 24250, 24250, 27500

Ch izl 8 CCs. cce,  TR2 24250, 24250, 27500
CC7. CC8 24250, 24250 27500

27500,

27500

INTRA_BAND_NONCONTIGUOUS_CC

CC_2DL_n41(2A)_1UL_ndlA 2 CCl,CC2 FR1 2496, 2496 gggg’
40000,

CC1l, CC2, 37000, 37000, 40000

CC_n260(5A) 5 CC3.CC4.  FR2 37000, 37000, 40000,
CC5 37000 40000

40000

40000,

CC1, CC2, 37000, 37000, 28888

CC_n260(6A) 6 CC3.CC4  FR2 37000, 37000, 40000"
CC5. CC6 37000,37000 50000

40000

40000,

CC1, CC2, 37000, 37000, 28888

CC3. CCa. 37000, 37000, ’

CC_n260(7A) 7 Con oo, FR2 37000, 7000, | 40000,
cc7 37000 40000

40000,

40000

40000,

40000,

CC1, CC2, 37000, 37000, 40000

CC3. CCa, 37000, 37000, 40000

CC_n260(8A) < CCs. cc, TR2 37000, 37000, 40000,
CC7. CC8 37000, 37000 40000

40000,

40000

40000,

cCl, cc2, 37000, 37000, 40000

CC_n260(2D) 4 cca.cca R2 37000, 37000 40000,
40000

40000,

CcCl, cc2, 37000, 37000, 40000

CC_n260(2C) & cc3.cca R2 37000, 37000 40000,
40000

CC1, cC2, 37000, 37000, 28888

CC_n260(3G) 6 CC3.CC4.  FR2 37000, 37000, 50000
CC5. CC6 37000, 37000 o000
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40000,
40000

40000,

40000,

CC1, CC2, 37000, 37000, 40000

CC3. CCa. 37000, 37000, 40000

CC i) e ccs. cce,  TR? 37000, 37000, 40000,
CC7. CC8 37000, 37000 40000

40000,

40000

40000,

CC1, CC2, 37000, 37000, 28888

CC_n260(2H) 6 CC3 CC4.  FR2 37000, 37000, 40000
CC5. CC6 37000,37000 59000

40000

40000,

CC1, CC2, 37000, 37000, 40000

CC nZeizn) & cca.cca FR2 37000 37000 40000,
40000

40000,

cC1, cc2, 37000, 37000, 28888

CC_n260(30) 6 CC3 CC4.  FR2 37000, 37000,  40000"
CC5. CC6 37000, 37000 40000"

40000

40000,

40000,

CC1, CC2, 37000, 37000, 40000

CC3. cCa. 37000, 37000, 40000

CC Mg . ccs. cce,  TR? 37000, 37000, 40000,
CC7. cC8 37000, 37000 40000

40000,

40000

40000,

CC1, CC2, 37000, 37000, 28888

CC_n260(2P) 6 CC3 CC4.  FR2 37000, 37000, 40000
CC5. CC6 37000,37000 49990

40000

40000,

40000,

CC1, CC2, 40000

CC3. cca. 37000, 37000, 40000

CC5. CC6. 37000, 37000, 40000

CC7. CC8. 37000, 37000, 40000

CIE IS 12 cco. A 37000, 37000, 40000,
CC10, 37000, 37000, 40000

ccil. 37000, 37000 40000

cC12 40000

40000,

40000

40000,

40000,

CC1, CC2, 37000, 37000, 40000,

CC3. cCa. 37000, 37000, 40000,

CC_n260(2Q) g ccs. cce | FR? 37000, 37000, 40000,
CC7. cC8 37000, 37000 40000.

40000

40000
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CC_n261(2H)

CC_n261(2l)

CC_n261(2D)_n261A

CC_n261(2G)_n261A

CC_n261(3G)_n261A

CC_n261(4G)_n261A

CC_n261(20)_n261A

CC_n261(40)_n261A

CC_n261(70)_n261A
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CC1, CCz,
CC3, CC4,
CC5, CC6

CC1, CC2,
CC3, CC4,
CC5, CCe,
CC7, CC8

CC1, CC2,
CC3, CC4

CC1, CCz,
CC3, CC4

CC1, CCz,
CC3, CC4,
CC5, CC6

CC1, CC2,
CC3, CC4,
CC5, CCe,
CC7, CC8

CC1, CcC2,
CC3, CC4

CC1, CCz,
CC3, CC4,
CC5, CCe,
CC7, CC8

CC1, CC2,
CC3, CC4,
CC5, CC6,
CC7, CCs,
CC9,
CC10,
CC11,
CC12,
CC13,
CC14

FR2

FR2

FR2

FR2

FR2

FR2

FR2

FR2

FR2

27500, 27500,
27500, 27500,
27500, 27500

27500, 27500,
27500, 27500,
27500, 27500,
27500, 27500

27500, 27500,
27500, 27500

27500, 27500,
27500, 27500

27500, 27500,
27500, 27500,
27500, 27500

27500, 27500,
27500, 27500,
27500, 27500,
27500, 27500

27500, 27500,
27500, 27500

27500, 27500,
27500, 27500,
27500, 27500,
27500, 27500

27500, 27500,
27500, 27500,
27500, 27500,
27500, 27500,
27500, 27500,
27500, 27500,
27500, 27500
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28350,
28350,
28350,
28350,
28350,
28350
28350,
28350,
28350,
28350,
28350,
28350,
28350,
28350
28350,
28350,
28350,
28350
28350,
28350,
28350,
28350
28350,
28350,
28350,
28350,
28350,
28350
28350,
28350,
28350,
28350,
28350,
28350,
28350,
28350
28350,
28350,
28350,
28350
28350,
28350,
28350,
28350,
28350,
28350,
28350,
28350
28350,
28350,
28350,
28350,
28350,
28350,
28350,
28350,
28350,
28350,
28350,
28350,
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28350,
28350
28350,
CC1, cC2, 27500, 27500, ggggg
CC_n261(2P)_n261A 6 CC3.CC4  FR2 27500, 27500, 50020
CC5. CC6 27500, 27500 50020
28350
28350,
28350,
cCl, cc2, 27500, 27500, 28350
CC3, cc4. 27500 27500, 28350
SE MZe L) sl 8 ccs, cce,  TR? 27500, 27500, 28350,
CC7, cc8 27500 27500 28350
28350,
28350
SINGLE_BAND
n34 1 cc1 FR1 2010 2025
n3s 1 cc1 FR1 2570 2620
n39 1 cc1 FR1 1880 1920
n40 1 cc1 FR1 2300 2400
nal 1 cc1 FR1 2496 2690
n50 1 cc1 FR1 1432 1517
n51 1 cc1 FR1 1427 1432
n77 1 cc1 FR1 3300 4200
n78 1 cc1 FR1 3300 3800
n79 1 cc1 FR1 4400 5000
n257 1 cc1 FR2 26500 29500
n258 1 cc1 FR2 24250 27500
n259 1 cc1 FR2 39500 43500
n260 1 cc1 FR2 37000 40000
n261 1 cc1 FR2 27500 28350
262 1 cc1 FR2 47200 48200
n263 1 cc1 FR2 57000 71000

FDD Bands

. : CcC Frequency F_High

INTER_BAND_CC

CC1_UL 1920 1980
cc2_uL 880 915
CC_n1A_n8A 2 coipL | FR i 2170
cc2_DL 925 960
CC1_UL 1920 1980
cc2_uL 703 748
CC_n1A_n28A 2 ccio. ™R 2110 2170
cc2_pL 758 803
CC1_UL 1710 1785
cc2_uL 880 915
CC_n3A_n8A 2 coipL | FR o 1880
cc2_DL 925 960
Cc1_uL 1710 1785
cc2_uL 703 748
CC_n3A_n28A 2 ccio. ™R 1805 1880
cc2_pL 758 803
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CC_n7A _n28A

CC_n7A_n66A

CC_n20A_n28A

CC_n25A_n71A

CC_n66A_n70A

CC_n66B_n70A

CC_n66(2A)_n70A

CC_n66A_n71A

CC_n66B_n71A

CC_n66(2A)_n71A

CC_n70A_n71A

CC_n66A_n70A_n71A

CC_n66B_n70A_n71A

CC_n66(2A)_n70A_n71A
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CC1_UL
cc2_UL
CC1 DL
CcC2 DL
Ccc1_UL
cc2_ UL
CC1 DL
CC2 DL
CcCc1_UL
cc2_UL
CC1 DL
CcC2 DL
CcC1_UL
cc2_UL
CC1 DL
Ccc2 DL
CC1_UL
Ccc2_UL
CC1_DL
CC2 DL
CcC1_UL
cc2_UL
CC1 DL
CcCc2 DL
CC1_UL
cc2_UL
CC1 DL
CcC2 DL
cc1_UL
cc2_UL
CC1 DL
CC2 DL
CcCc1_UL
cc2_UL
CC1 DL
CcCc2 DL
CcC1_UL
cc2_UL
CC1_DL
CcC2 DL
CC1_UL
Ccc2_UL
CC1_DL
CC2 DL
CcC1_UL
cc2_UL
CC3_UL
CC1 DL
CcC2 DL
CC3 DL
CC1_UL
cc2_UL
CcC3_UL
CC1 DL
CcC2 DL
CC3 DL
CcC1_UL
cc2_UL
CC3_UL
CC1 DL

FR1

FR1

FR1

FR1

FR1

FR1

FR1

FR1

FR1

FR1

FR1

FR1

FR1

FR1

2500
703
2620
758
2500
1710
2620
2110
832
703
791
758
1850
663
1930
617
1710
1695
2110
1995
1710
1695
2110
1995
1710
1695
2110
1995
1710
663
2110
617
1710
663
2110
617
1710
663
2110
617
1695
663
1995
617
1710
1695
663
2110
1995
617
1710
1695
663
2110
1995
617
1710
1695
663
2110
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2570
748
2690
803
2570
1780
2690
2200
862
748
821
803
1915
698
1995
652
1780
1710
2200
2020
1780
1710
2200
2020
1780
1710
2200
2020
1780
698
2200
652
1780
698
2200
652
1780
698
2200
652
1710
698
2020
652
1780
1710
698
2200
2020
652
1780
1710
698
2200
2020
652
1780
1710
698
2200

Page 88 of 234



CC_nilB

CC_n7B

CC_n66B

CC_n71B

CC_n3(2A)

CC_n7(2A)

CC_n25(2A)

CC_n66(2A)
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CC2 DL 1995 2020
CC3 DL 617 652
INTRA_BAND_CONTIGUOUS_CC
CC1 UL 1920 1980
cc2 UL 1920 1980
2 ccio. M 2110 2170
cc2 DL 2110 2170
cC1 UL 2500 2570
cc2 UL 2500 2570
z ccip. ™M 2620 2690
cC2 DL 2620 2690
CC1 UL 1710 1780
cc2 UL 1710 1780
2 ccipL RL 2110 2200
cc2 pL 2110 2200
cc1 UL 663 698
cc2 UL 663 698
2 ccio. R 617 652
cc2 DL 671 652
INTRA_BAND_NONCONTIGUOUS_CC
CC1_UL 1710 1782
cc2 UL 1710 1785
2 ccip. |FRL 1805 1880
cc2 DL 1805 1880
CC1 UL 2500 32;8
cc2 UL 2500
2 ccioL. M 2620 gggg
cc2 DL 2620
CC1_UL 1850 1915
cc2 UL 1850 1915
z ccip. ™M 1930 1995
cc2 pL 1930 1995
CC1 UL 1710 1780
cc2 UL 1710 1780
2 ccio. M 2110 2200
cc2 DL 2110 2200
SINGLE_BAND
1 cc1 FR1 1920 1980
1 cc1 FR1 1850 1910
1 cc1 FR1 1710 1785
1 cc1 FR1 824 859
1 cc1 FR1 2500 2570
1 cc1 FR1 880 915
1 cc1 FR1 699 716
1 cc1 FR1 832 862
1 cc1 FR1 1850 1915
1 cc1 FR1 703 748
1 cc1 FR1 1710 1780
1 cc1 FR1 1695 1710
1 cc1 FR1 663 698
1 cc1 FR1 1427 1470
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Table 3-26: CA Configuration Table
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3.9.21 PHY: Omitted Features
The currently omitted features include:

= Physical control channels: While calculating the TBS capacity, a fixed overhead is
reduced to account for the control channels. This overhead fraction varies for UL and

DL, across FR1 and FR2, and is provided in the standard.
= Random access procedure

= Power control
3.10 Supported max data rate

For NR, the approximate data rate for a given number of aggregated carriers in a band or band
combination is computed as follows.

/ 0 0 NBW(J)J‘ 12
i - E j PRB - ;
data rate(in Mbps) = 107° ( / ) %.fUIR——jﬁr——(l—OHUU
N

vLayers
j=1

Where,

J is the number of aggregated component carriers in a band or band combination
Ronax = 948/1024.

— For the j-th Component Carrier, vL({ders is the maximum number of supported layers

given by higher layer parameter maxNumberMIMO-LayersPDSCH for downlink and
maximum of higher layer parameters maxNumberMIMO-LayersCB-PUSCH and
maxNumberMIMO-LayersNonCB-PUSCH for uplink.

- ,(,{) is the maximum supported modulation order given by higher layer parameter
supportedModulationOrderDL ~ for  downlink and higher layer parameter

supportedModulationOrderUL for uplink.

— f7 is the scaling factor given by higher layer parameter scalingFactor and can take the
values 1, 0.8, 0.75, and 0.4.

— u is the numerology (as defined in TS 38.211 [6]).

— T is the average OFDM symbol duration in a subframe for numerology , i.e., TS” =

1073
142K

— Note that normal cyclic prefix is assumed, which has 14 ODFM symbols per slot or

14 x 2# symbols per millisecond.
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NEWIDH s the maximum Resource Block allocation in bandwidth BW U with numerology

p as defined in 5.3 TS 38.101-1 [2] and 5.3 TS 38.101-2 [3], where BW ) is the UE
supported maximum bandwidth in the given band or band combination. The number of

subcarriers per physical resource block (PRB) is fixed to 12.
— 0HWYis the overhead and takes the following values.

0.14, for frequency range FR1 for DL

0.18, for frequency range FR2 for DL

0.08, for frequency range FR1 for UL

0.10, for frequency range FR2 for UL

NOTE: Only one of the UL or SUL carriers (the one with the higher data rate) is counted for a cell
operating SUL.

The approximate maximum data rate can be computed as the maximum of the approximate
data rates computed using the above formula for each of the supported band or band
combinations.

For EUTRA in case of MR-DC, the approximate data rate for a given number of aggregated

carriers in a band or band combination is computed as follows.
J
data rate(in Mbps) = 1073 z TBS;
j=1

Where,
— J is the number of aggregated EUTRA component carriers in MR-DC band combination.

— TBS; is the total maximum number of DL-SCH transport block bits received within a 1ms
TTI for j-th CC, as derived from TS36.213 [22] based on the UE supported maximum
MIMO layers for the j-th carrier and based on the modulation order and number of PRBs

based on the bandwidth of the j-th carrier.

— The approximate maximum data rate can be computed as the maximum of the
approximate data rates computed using the above formula for each of the supported

band or band combinations.

— For MR-DC, the approximate maximum data rate is computed as the sum of the

approximate maximum data rates from NR and EUTRA.

© TETCOS LLP. All rights reserved Page 91 of 234



Ver 14.0

3.11 Propagation Models (Per 3aGPPTR38.900)

3.11.1 Overview
The pathloss and channel between a UE and a BS depends on:

e Location: The pathloss depends on the UE’s location (UE-gNB distance) and is
calculated separately for each connected UE. The pathloss computations are
recomputed every time a UE moves.

e Scenario: Rural Macro (RMa), Urban Macro (UMa), Urban Micro (Umi). This parameter
is available as Outdoor Scenario in gNB properties > Interface (5G_RAN) > Physical
Layer > Channel Model. Each scenario has a different pathloss model defined in the
standard. This property is common for the gNB and all connected UEs.

e Whether the UE-gNB is Line-of-sight or Non-line-of-sight (LOS/NLOS): This
parameter is available as LOS probability in gNB properties > Interface (5G_RAN) >
Physical Layer > Channel Model. The pathloss models defined in the standard differ for
LOS and NLOS. This property is common for the gNB and all connected UEs. However,
a different (uniform) random number is sampled for each associated UE so that different
UEs will see different LOS/NLOS channels. For each UE, the LOS/NLOS random
variable is sampled every time a UE moves, and hence a UE may switch from LOS to
NLOS if it moves.

e Shadow fading: This parameter is available as Shadow fading model in gNB properties
> Interface (5G_RAN) > Physical Layer > Channel Model. This property is common for
the gNB and all connected UEs. In this case, a different log-normal random variable is
sampled for each associated UE. For each UE, the shadow fading random variable is
sampled every time a UE moves.

e Fading and beamforming: Fast fading is enabled by turning on the parameter Fading
and Beamforming in gNB properties > Interface (5G_RAN) > Physical Layer > Channel
Model. Please see sections 3.9.2 and 3.9.3 for a detailed explanation. In essence, the
eigen value of an (N, x N;) random matrix is the fast-fading gain. Since the random
matrix would be different for each gNB-UE pair the gains would be different. The fast-
fading gains are recomputed every (user settable) coherence time whose default value

is 10ms. The coherence time is common to all UEs attached to a gNB.
NetSim also features Indoor and Outdoor pathloss (PL) models.

e NetSim GUI (gNB properties > Interface (5G_RAN) > Physical Layer > Channel Model)
allows users to configure both indoor and outdoor PL models. Both indoor and outdoor

options are shown in the GUI irrespective of the underlying scenario.
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e Based on gNBs/UEs placement within or outside a building NetSim automatically

chooses the indoor/outdoor propagation models. The selection is as follows:
o Outdoor gNB to Outdoor UE: Outdoor PL model

o Outdoor gNB to Indoor UE: Outdoor PL till building, then penetration (O2l) loss, and
finally indoor PL within the building

o Indoor gNB to Indoor UE: Indoor PL model
o An Indoor gNB cannot be connected to an Outdoor UE in NetSim
3.11.2 Pathloss formulas

The pathloss models are summarized in Figure 3-18 and the distance definitions are indicated
in Figure 3-18 and Figure 3-19. Note that the distribution of the shadow fading is log-normal,

and its standard deviation for each scenario is given in Figure 3-18.

Figure 3-19: Definition of
d2d—0ut' d2d—in' and d2d—0ut and d3d—0utv de—out for
indoor UTs from Standards figure 7.4.1-2

Figure 3-18: Definition of d,4 and d;4 from
Standards Figure 7.4.1-1

Note that,

d3p—out + d3p-in = \/(dZD—out + dzp-in)? + (hgs — hyr)? (7.4.1-2)
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Table 7.4.1-1: Pathloss model

Pathloss [dB], fc is in GHz and d is in meters, see Shadow Applicability
note 6 fading range,
std [dB] antenna height
default values

n
.g g
S|z
m ~
O @

O
n |

_ PLl 10m < dZD < dBP
Plua-vos = {PLZ dygp < dyp < 10kmy S€€ NOt€ S hys = 35m
hUT = 1.5m
o PLy =20logy(40mdspf./3) Osp = 4 W =20m
9 + min( 0.03h172,10) log,,(dsp) -
height
- PL, = PLy(dgp) +4010gy0(d3p/dgp) W = avg. street
E width
PLgya-ntos = MaX( PLrya—10s) PLrma-ni0s) The applicability
1 < dyp < 5km ranges:
" 5m<h <50m
' <w<
O PLiyanios = 161.04 = 7.110gy,(W) + 7.510g;0 () Sm<W < 50m
z — (24.37 — 3.7(h/hgs)?) logyo( hgs) ow—g 10m=hgs<150m
+ (43.42 — 3.110g,o(hgs)) (logso(dsp) — 3) SF 1m < hyy < 10m
+201ogy0(f.) — (3.2(log,,( 11.75hyr))? — 4.97)
PL, 10m <d,, < dgp
PLyma-ros = '
O-SF =4
8 PL, = 28.0+ 22log,,(dsp) +201log () 1.5m < hyr < 22.5m
- hBS = 25m
PL, =28.0+ 40log,,(dsp) + 20log,o(f.)
‘EU —910g10((dgp)? + (hgs — hyr)?)
-]
PLyma-nros = Max(PLyya—10s, PLina—nios) Ogp = 6 1.5m < hyp < 22.5m
for 10m < dz[) < 5km
8 hBS = 25m
—0.6(hyy — 1.5) note 3
osr = 7.8
PL, 10m <d,, < dgp Oew = 4
Plovi-ios =\p; 41 < 4. < 5km, see note 1 >
2 OGgp = dpp = OKM:
= 8 1.5m < hyr < 22.5m
o
Q
O PL2 = 32.4 + 4‘0 loglo(ng) ar ZOIoglo(fc)
o= —9.510g10((dgp)? + (hgs — hyr)?)
U? PLyyi-nLos = max( PLyyi-ros, PL;JMi—NLOS)
= | for 10m < d,p < 5km 1.5m < hyp < 22.5m
= 9 O-SF hBS - 10m
zZ =7.82  Explanations: see
PLymi—nios = 35-31080(dsp) + 22.4 + 21.3logyo(f¢) note 4
- 0'3(hUT - 1.5)
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O-SF = 82
Optional PL = 32.4 + 20log,,(f;) + 31.9l0g,,(d3p)
W PLInH—LOS =324 + 17.3 loglo(d3D) + 20 loglo(ﬁ) O‘SF =3 im < d3D < 150m
oS
g
o) PLig-nLos = Max(PLiyy_os, PLinH—NLOS) USF8 03 1m < dzp < 150m
1 %)) ) = O.
I 9 PLy-nLos = 38.3logyo(dsp) +17.30 + 24.910g,,(f.)
5 = Optional PL,ynios = 324+ 20l0g,o () + O 1m < dyp < 150m
31.910g,,(dsp) =8.29
Table 3-27: Pathloss model from Standards Table 7.4.1-1.
) . . , 4xhpexhyrxfe . .
Note 1:Breakpoint distance dp, = —=———— where f. is the centre frequency in Hz, c¢=

C
3 x 108m/s is the propagation velocity in free space, and hj and hy,, are the effective antenna
heights at the BS and the UT, respectively. The effective antenna heights h'ss and h'ur are
computed as follows: hgg = hgg — hg, hyr = hyr — hg, where hgg and hy, are the actual

antenna heights, and hg is the effective environment height. For UMi hy = 1.0m. For UMa

1

————— and chosen from a discrete uniform distribution
1+C(dz2p,hyr)

h; = 1mwith a probability equal to
uniform (12,15, ..., (hyr — 1.5)) otherwise. With C(d,p, hyr) given by

, hUT <13m

C d 'h — _ 15 1
( 2D UT) {(—hUT 13) g(d2D) ) 13m < hUT <23m

10

Where,

0 ,d2D <18m
g(dyp) = {5

((52) e (G2) 18m<

Note that h; depends on d,, and hy; and thus needs to be independently determined for every

link between BS sites and UTs. A BS site may be a single BS or multiple co-located BSs.

Note 2: The applicable frequency range of the PL formula in this table is 0.5 < f. < fy GHz, where
fu = 30GHz for RMa and fy = 100 GHz for all the other scenarios. It is noted that RMa
pathloss model for > 7 GHz is validated based on a single measurement campaign conducted
at 24 GHz.

Note 3:UMa NLOS pathloss is from TR36.873 with simplified format and
PL yma-10s = Pathloss of UMa LOS outdoor scenario.

Note 4: PL yyi-10s = Pathloss of UMi — Street Canyon LOS outdoor scenario.
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Note 5: Break point distance dgp = M where f is the centre frequency in Hz, ¢ =

3 x 10%m/s is the propagation velocity in free space, and hgzg and hy, are the antenna

heights at the BS and the UT, respectively.

Note 6: f. denotes the center frequency normalized by 1GHz, all distance related values are

normalized by 1m, unless it is stated otherwise.
NetSim enforces the following
e RMa, UMa, UMI: If d,, < 10m then d,, = 10m

e InH:Ifd,;, <1mthend,, =1m

3.11.3 LOS probability

The Line-Of-Sight (LOS) probabilities are given in Table 3-28.

Scenario ility (distance is in meters
RMa 1 deD-out <10m
Prigs = dopout — 10
Los {exp (— %) ,10m < dyp our
UMi - Street 1 ydopout < 18m
Canyon PrLOS = 18 ( dZD—out)( 18 )
+ —— (1 - ,18m < d,p.
dZD—out exp 36 dZD—out m 2D-out
Uma 1
Biigs = [ 18 ( dzn.out)< 18 )] SN (dzn.outf ( dzn.out)
+ -2 (11— 1+ C'(hyp) > (=== -
Ao P\ 63 Dop ot (i) 2( o0 ) ©P\" 150
where
0 ,hyr < 13m
C'(hyr) =4 rhyr — 13\"°
(o) (UTT) ,13m < hyy < 23m
Indoor - Mixed 1 ,dopin < 1.2m
Offlce dZD-in - 1.2
Prigs =1 exp (— T) ,1.2m < dypy, < 6.5m
dyp.in — 6.5
exp (— 2D3T) 032 ,65m< dyp
Indoor - Open ( 1 ,dopin < 5m
office dyp.in — 5
Prigs =4 exp (—W) ,5m < dyp.i, < 49m
dyp.in — 49
Lexp (— %) - 0.54 ,49m < dyp i,

NOTE: The LOS probability is derived with assuming antenna heights of 3m for indoor, 10m for UMi,
and 25m for Uma

Table 3-28: LOS probability from Standards Table 7.4.2-1
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3.11.4 O2I penetration loss

3.11.4.1 O2I building penetration loss

The pathloss incorporating O2I building penetration loss is modelled as in the following:
PL = PL, + PL;,, + PL;;, + N(0,0%) (7.4-2)

where PL, is the basic outdoor path loss given in Subclause 7.4.1, where d5y, is replaced by
d3p—out + d3p—in - PL¢y, 1S the building penetration loss through the external wall, PL;, is the
inside loss dependent on the depth into the building, and o, is the standard deviation for the

penetration loss.

PL;,, is characterized as:

Lmaterial_i)

PLey = PLyy; — 10logso X1, (pi X10" -10 (7.4-3)

PL,,; is an additional loss is added to the external wall loss to account for non-perpendicular
incidence; Liyaterial i = Qmateriali T Pmateriaii» f 1S the penetration loss of material i example

values of which can be found in Table 3-29, p; is proportion of i-th materials, where YN, p; =

1; and N is the number of materials.

Material Penetration loss [dB] \
Standard multi-pane glass Lyoss = 24+ 0.2f
IRR glass Lyjpglass = 23+ 0.3f
Concrete Leoncrete = 5 + 4f
Wood Lyooq = 4.85 + 0.12f

NOTE: f is in GHz
Table 3-29: Material penetration losses from Standards Table 7.4.3-1

Table 3-30 gives PL;,, PL;,, and op for two O2| penetration loss models. The O2I penetration
is UT-specifically generated and is added to the SF realization in the log domain.
Standard

deviation:
or in [dB]

Path loss through external wall: Indoor loss:

PL,, in [dB] PL,, in [dB]

_Ll

5 —1010g, (0.3 10 10 +0.7

Low-loss model Leonerete 0.5d,p_in 4.4
<10 10 )
—LiIrglass
5—101logy, (0.7 1010 +0.3
High-loss model 0.5d,p_in 6.5

Table 3-30: O2I building penetration loss model From Standards Table 7.4.3-2
dyp—in IS Minimum of two independently generated uniformly distributed variables between 0
and 25 m for UMa and UMi-Street Canyon, and between 0 and 10 m for RMa. d,p_;, shall be

UT-specifically generated.
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Both low-loss and high-loss models are applicable to UMa and UMi-Street Canyon.
Only the low-loss model is applicable to RMa.
3.11.4.2 O2I model usage

The O21 Models such as Low Loss and High Loss are associated with the type of material used
in the buildings and is used to calculate the penetration loss in case of an indoor scenario. In
case of scenario where UE's are not inside a building these parameters will not have any

impact on the results. In an indoor scenario, users will be able to notice difference in the SNR.

3.12 Additional Loss Model

Apart from the channel losses per the 3GPPTR38.900 specifications, NetSim allows modelling
additional losses using MATLAB. This includes attenuation due to rain, fog, and gas.

Note that this implementation interfaces with MATLAB R2020(a/b). Lower versions of MATLAB
are not directly supported.

The following is required to run these models:

= An installed version of MATLAB R2020(a/b) in the same system where NetSim is

installed or in a different system in the same network.
= Registration of MATLAB as a COM server. Reference:

https://in.mathworks.com/help/releases/R2020a/matlab/ref/comserver.html?s tid=doc ta

3.12.1 Configuration

Additional Loss Model can be configured in the gNB’s 5G_RAN interface properties under
channel models section of Physical Layer as shown in Figure 3-21.
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;E Macro cell gNB Omni Ant._9 Properties

SAN O B

4 Channel Model

PathLoss Model

Outdoor Scenaric

Indoor Scenario

Indoor Office Type

LOS NLOS Selection

LOS Probability

Shadow Fading Model
Fading and Beamforming

021 Building Penetration Mcdel

3GPPTR38.901-74.1 ¥

URBAN_MACRO ~

INDOOR _OFFICE

MIXED_OFFICE ~

USER_DEFINED ~

0

NONE ..

NO_FADING_MIMO_UNI'" ¥

HIGH_LOSS_MODEL ~

Additional Loss Model NONE ¥

MATLAS

Figure 3-20: gNB >Interface (5G_RAN) >Physical layer properties
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Similarly, this can be configured in the eNB’s LTE interface properties under channel models

section of Physical Layer as shown in Figure 3-21.

(¥ Macro cell eNB Omni Ant._5 Properties = (] X

" AN O D

w

Building Height (m)

Street Width (m) 20

Indoor Scenario INDOOR_OFFICE
Indoor Office Type MIXED_OFFICE ~
LOS NLOS Selection USER_DEFINED ~
LOS Probability 1

Shadow Fading Mode! 3GPPTR38.901-7 ~

Shadow Fading Standard.. 3GPPTR38.901-Tablei

Fading and Beamforming | NO_FADING_MIt +

02l Building Penetration...  LOW_LOSS MOL ¥

Additional Loss Mode! NONE =

MATLAB

Figure 3-21: eNB >Interface (LTE) >Physical layer properties
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Additional Loss Model is set to NONE by default. When MATLAB is selected, MATLAB MODEL
drop down with options GAS, FOG, and RAIN will appear along with associated parameters

as shown in Figure 3-22.

Y @Y
@ Bl

LOS Probability
Shadow Fading Mode!
Fading and Beamforming

02l Building Penetration Model

NONE -

NO_FADING_MIMO_UNI ~

NONE v

Additional Loss Model

MATLAB Model

Ambient Temperature (°C)

Dry Air Pressure (Pa)

Water Vapor Density (g/m?)

MATLAB ~

GAS -
15
101300

4

& Interference Model

B> Error Model and MCS Selection

B> Component Carrier 2

Figure 3-22: Additional Loss Model set to MATLAB in gNB >Interface (5G_RAN) >Physical layer

properties

Each model has associated parameters that can be configured, which is listed in Table 3-31.

Additional Loss

Model Associated Parameters

Rain Rate (mm/hr)
Tilt Angle

Elevation Angle
Exceedance Rain (%)

RAIN

Ambient Temperature (Celsius)

GAS Dry Air Pressure (pa)
Water Vapor Density (g /m?3)
Ambient Temperature (Celsius)
FOG

Liquid Water Density ((g/m3)

Value

16(default), Range 0 to 100
O(default), Range -90 to 90
O(default), Range -90 to 90
0.01(default), Range 0.001 to 1
15(default), Range -50 to 50

101300(default), Range 50000 to
300000

4(default), Range 1 to 10
15(default), Range -50 to 50
0.5(default), Range 0 to 5

Table 3-31: Parameters in the various MATLAB additional loss models

NOTE: Rain and Gas models support frequencies from 1 to 1000 GHz and Fog model supports

frequencies from 10 to 1000 GHz only.
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3.12.2 Running Simulation

When Additional Loss Model option is set to MATLAB NetSim Simulation console waits for

MATLAB Interface process to connect.

B Ch\Users\MT3815\DocumentsiMet5im_13.0.24_64_pro_default\bin\bin_x6M\NetSimCore.exe - O *

Met5im License

S5\Documen : 8. %64/ Networ

y. Error number 17

Figure 3-23: NetSim Simulation console waits for MATLAB Interface process to connect
MATLAB Interface process can be started and connected to the running instance of NetSim

simulation using one of the following methods depending on where MATLAB is installed:

= |f MATLAB is installed in the same system where NetSim is installed. MATLAB Interface
process can be launched directly from the design window of NetSim.

o Go to Options Menu and select the Open MATLAB Interface option as shown below:

N} file  options  Help | Network: 5G_NR_mmWave | Workspace: Default-Workspace

X Createl Open MATLAB Interface I 11l Configure Reports [ Show/Hide Info

f— Run Time Interaction

b Save | o v ARP 'l Macro cell gNB Omni Ant. “€) Macro cell gNB Sector Ant.
L

q Close 2/ %  Small cell gNB Omni Ant.

File Run Simulation Base Station

Figure 3-24: Open MATLAB Window Options

o Click on the OK button when the following message is displayed.
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%] NetSim MATLAB Interfacing X
Please make sure you have MATLAE installed and configured before you proceed.
MATLAE Interfacing can be used in two cases:

Case 1: Using MATLAE's medels via NetSim device/link properties.
Example: 3G MR-> gME properties -» RAN Interface -» Additional loss models.

Case 2: Modifying scurce codes and calling NetSim-MATLAB APls

Ref. User manual, section 10.3: Interfacing MetSim with MATLAB

Then,
Step 1. Create your scenario in MetSim
Step 2. Select this menu option to interface with MATLAB
Step 3. Click the "Run” button to run simulation in NetSim

MetSim simulation will commence, and MATLAE interfacing will be initiated.

OK Cancel

Figure 3-25: MATLAB Interface warning message
= |f MATLAB is installed in a different system in the same network, then
MATLABInterface.exe (present in <NetSim_Install_Directory>/bin folder), can be started
in that system, manually from command prompt and the IP address of the system where

NetSim simulation has started can be passed as an argument as shown below:

Bl C:\Windows\System32\cmd.exe — O w0

labInterface

Figure 3-26: MATLAB interface over an IP address
In both above cases, the MATLAB Interface process starts MATLAB process (MATLAB
command window will open in minimized state) after which simulation in NetSim will start.
During the simulation communication between NetSim and MATLAB is established to send
inputs from NetSim to MATLAB pathloss models and to receive pathloss from MATLAB to

NetSim happens via the MATLAB Interface process as shown below:
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B C\Program Files\NetSim\Pro_v13_0\bin\Matlabinterface.exe — O =

-

BE

[

|8

(=
- [

—
[N

3
1
1
1
1t
1
1
1
;

=
|8

Figure 3-27: Runtime MATLAB interfacing window

The pathloss value obtained from MATLAB is added to the total loss calculated as per the
3GPPTR38.900 specifications. At simulation end the MATLAB Interface process closes the
MATLAB process that it started.

3.13 Downlink Interference Model (Part of Adv. 5G)

3.13.1 Configuration

Downlink Interference Model can be configured in the gNB’s 5G_RAN interface properties

under channel models section of Physical Layer as shown Figure 3-28.
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¥ Macro cell gNB Omni Ant._9 Properties = O X

LN \— @ @y @y

LW Frovauiity
Shadow Fading Mode!| NONE -

Fading and Beamforming NO_FADING_MIMO_UNI' ~

02| Building Penetration Mode! NONE v

Additional Loss Mode MATLAE ¥
MATLAB Model GAS v
Ambient Temperature (*C) 15

Dry Air Pressure (Pa) 101300
Water Vapor Density (g/m?) 4

4 Interference Model

Dowinlink Interference Model NO_INTERFERENCE ¥
NO_INTERFERENCE

GRADED_DISTANCE_BASED_WYNER_MODEL
EXACT_GEOMETRIC_MODEL

Uplink Interference Model

Figure 3-28: gNB >Interface (LTE) >Physical layer properties
Downlink Interference Model is set to NO_INTERFERENCE by default.

3.13.2 Graded distance-based Wyner model
The Wyner model is widely used to due to its simplicity and analytical tractability. In this model:

¢ Only interference from (two) adjacent cells is considered

¢ Random user locations and path loss variations are ignored, and

e The interference intensity from each neighbouring base station (BS) is characterized by a
single fixed parameter (0 < a < 1). The channel gain between BS and its home user is 1
and the intercell interference intensity is a. Thus, a user sees constant interference

irrespective of its location.

These three simplifications lose a lot of information. We alter the Wyner model to address

these flaws by:

e Considering interference from arbitrary number of BSs

e Factoring in the user location. The UEs distance from the interfering BS is an obvious
factor that determines the interference intensity since the amount of interference caused
depends on the signal attenuation with distance, the path loss law. Since the Wyner model
uses relative interference, the ratio of a UEs distance from serving and interfering BSs is

used as one of the interference parameters.
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e Using a graded interference intensity model, whereby a UE will see a different value of «

at different locations, thereby modelling the effect of interference more accurately.
3.13.2.1 Technical description

¢ We model DL interference from any number of interfering BSs. Let BS; be the serving BS
to UEy. Let BS; be any other BS (j #i). Then the distance between UEy and BS; is

denoted as D>% , while the distance between UE and BS; is denoted as ij;{(.

UE’
BS]' BS;
Dygy~Dug
K K

e A UE sees interference ifB—Sj is within a user defined threshold (for example, 20%).
DUEK
BS; s (DBS,- _pBsi )
This ratio is also equal to 1 — Zi}" When Dﬁiﬁ( < Dy, We seethat 0 < UEKB—SJUEK <1
DUEK DUEK

The ratio is 0 when Dy = Dggf( and is 1 when Dy = 0. When Dyl = D:jf,f( the UE is
equidistant from both BS i.e., at the cell edge. When Dgzi;'( = 0, the UE is at the centre of
the serving BS, BS;.

e Users at the cell-edge will see out of cell interference; as the user moves closer to the cell
centre, it sees lesser interference.

e We call this user defined threshold as differential distance ratio threshold and denote it by
DDR;;,. The DDR threshold is used to define K thresholds, which are in turn used to
determine the out of cell interference experienced by UE}, as explained below. First, we

: BS
BS; <D J
UEK - UEK’

BS; BS;
(DUEK - DUE;() < (DDRth> 1

DBSj
UEk

bin the DDR;;,, conditional on D into K steps, as follows:

0=

BS; BS;

(DUEL - DUE;() DDRy,

< ) (DDRuy
D J K

UEg

BS; BS;
(DUE;( - DUEK) DDRy,
BSj < ( K
UEk

(DDRth

7 >><(K—1)S

)x K

st BS;
(DDIf th) XK < —(DUEK i)

DBSj
UEK

e Where DDR;,, is a user input varying from 0.00 to 1.00 (default is 0.1 or 10%), and K, the

number of steps, is a user input varying from 1 to 4 (default is 1). For example: if the given
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value for the DDR is 0.2 and nSteps is 4, then the range of the curves will be from 0 to
% = 0.05, i.e 0 to 0.05, 0.05 to 0.10, 0.10 to 0.15, 0.15 to 0.2.

e The relative interference for each of these steps would be I,, (0 < n < K) where K is the
number of steps and n represents each individual step (n = p if the p** inequality in the
above is satisfied, counting the first inequality as the zeroth inequality).

e We specify the interference power relative to the power received from BS;. Therefore,
given the value of I,,, interference power is calculated as the received power from BS;

(excluding beamforming gain) less I,,. Thus
InterferencePowerfromBS; (dB) = ReceivedPowerfromBS;(dBm) — I,{(dB)

o Therefore, we have I,(dB) = P&y, (dBm) — P, roring (ABm). This is equivalent to the

. ppS g . , .
Wyner model with ¢ = ”“;;—f”‘”g in the linear scale; however, note that in our interference

serving

model, a depends on the UE’s location, because I,, depends on the distance.

e This interference powers (linear) from all interfering BSs are added to the noise power (in

linear scale) and then

Received power from BS; + BeamFormingGain

SINR = -
NoisePower + ). Inter ferencePower

e Each I, is a user input. It is subject to the limits 0 < I, < 20 dB. NetSim will enforce the
sanity check 20 > Ix_; = .. = Iy = 0. Here I is the relative interference seen when the
UE is near BS; and I is the relative interference seen when the UE is nearly equidistant
from its two nearest BSs (and hence far from BS;).

¢ In an ideal case, when the user is at the cell edge, the received power from BS; will be
roughly equal to the received power from BS; (since it is equidistant from the two BSs),
and so SINRceyage Will necessarily be less than 0 dB.

e Asthe UE moves away from the cell edge and towards BS;, the received power from BS;
increases and that from BS; decreases, and so the SINR improves. For this reason, we
have the limits on I, as 0dB < I,, < 20 dB. If the user sets I,, to a large value, it will be

equivalent to having no inter-cell interference.
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BS; BS: BS; BS;
Dy, ~Pue, Dygy —Dyk
UE UE K K |=
% =040 ——— (T =0.20
DUEK i . ) : g DUEK
e T R *..‘ "‘ W i e SRR
A N g
%\ | A BS; BS, \ ™
W\ | g s i
. coledge NI || (Pygy =D vEy)
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Figure 3-29: Interference zones are the regions within the four curves and the cell boundary of gNB;.
This example is for a case involving just 2 BSs with DDR = 0.4 and K = 4. The four curves are

(053, ot

D —
therefore the equations where "E"B—SIUE" is equal to % =0.1, % = 0.2, % = 0.3, and % =0.4. The
DUEK

handover interference region is also shown.

BS; BS:
D J _p-oi
e Incase (UEKB—S]UE") > DDR;y, the out of cell interference seen at the UE is set to Ix. The
DUEK
default value of I is O, i.e., cell centre users do not see any out of cell interference. The
default values of I, fork = 1,2, ..., K — 1 is 10 dB.
e In NetSim, handover is triggered when the signal strength from BS; is offset (3dB by
default) higher than signal strength from BS;. A handover is not triggered when UE, is

equidistant from both BSs but only when it is slightly nearer to BS;. Therefore, the short

Sj

Ex is a special case requiring a different interference power. We term

time when Dj”;;( >D,
this interference as “Handover interference” and is a separate user input. Handover
interference is denoted as I_; and —3dB < I_; < 0dB.

o Sample interference file format and example:
<gNB_i>, <gNB_j>, <DDRth>, <nSteps>,<i_-1>,<i_0><i_1><i_2> ... <i_(n-1)>
gNB_11,gNB_12,0.2,4,-1,1, 2,3, 4
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3.13.3 Exact Geometric Model

In this model NetSim computes interference from one or more interfering base-stations (BS or
gNB) at a UE, based on (i) the gNB UE locations and (ii) the pathloss between the interfering
gNB and the UE.

* (@) 52 (@) 55 (@)
Base Stations
hl6 3,1
< < A .
NN A CEINN 2257
\:\ \::\</,, hZ\S\\\ aj:’ /;/
hialhig| S0 T3S fhea| 222377 L077 |has|hag
\\/\,h ~I-~ ,:,’ \><,/
h x K22 315237 haz A 04
21,7 >0 ST 20 X0 h
v, >-2T ~JI~s< 0 v Mg
// 7’ > )’\ /\,\Z\ A N
R SEIFTIcNRN (7] SRR NN
/’, ’/’ hl 3\\ ~ // /h ;‘L\\ \\\\“\
V- ’\k'/’ h3’2 MW 3.4 L5 S~y
= ‘ /f) % - ‘ . "
UEs g & g g
& & &
L L L L
UE; UE, UE; UE, UEs; UEg

Figure 3-30: A simple scenario with 3 BSs and 6 UEs. The bold lines represent direct signal while the
dashed lines represent interfering signals.

NetSim supports various 3GPP propagation models to calculate the pathloss between every
BS (gNB) and every UE. One of the parameters in the pathloss equations is the distance
between the BS and the UE. Some of the other user settable parameters used in the 3GPP
models are (i) Centre frequency (chosen from the band selected) (i) Rural or Urban
environments (iii) UE-BS channel is in LOS or NLOS (iv) Shadow-fading in the UE-BS channel
(v) Indoor or outdoor UE location, etc., Complete details of the 3GPP pathloss models
supported in NetSim are given in 3.11.1.

Let BS; be the serving BS to UE,. Let BS; be any other BS (j # i). UE, communicates with BS;

while all other BSs (j # i) act as interferers. The distance between UE;, and BS; is denoted as

BS;
UEy’

D while the distance between UE and BS; is denoted as Dszi. The power of the interfering

signal from any BS; at any UE) depends on (i) the transmit power of the interfering BS and (ii)
pathloss between the interfering BS and the UE. It can therefore be expressed as
BS;

BS;
] BS; J
= pP°j —pP
IUEk LUEk

where P?Si is the transmit power of BS;, PLiSE"k represents the 3GPP model based pathloss

between BS; and UE}. This pathloss is dependent on Dﬁz and the channel between BS; and

UE}. The interference powers (linear) from all interfering BSs (i.e., apart from the serving BS)

are added to the noise power (in linear scale) and we get the expression
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Received power from BS;+ (Eigen)BeamFormingGain

SINRUEk = ; BS]
NoisePower + ZJIUEk

SINR determines the 5G PHY rate (throughput) that the UE would get. This is because the
PHY Rate depends on the CQI/MCS which is in turn depends on SINR. Section 3.2 explains
the details.

The Wyner model is approximate but is computationally faster, while the geometric model is

precise but computationally slower due to the calculations involved.
3.13.4 Interference modeling in OFDM in NetSim

NetSim doesn’t model the allocation of specific subcarriers to individual users. The aggregate

resources are divided amongst the UEs per UEs’ requirements and the scheduling algorithm.

e The received power at UE}, from BS;, with transmit power P; is given (in the linear scale)

. P,
BS, i
p ot = -

o Il’k or the interference in linear scale at a UE, (associated with BS;) from BS;

as

e To normalize the power should we further multiply by the ratio given below

slot
I = 5 I X (%)
total
e Assumptions:

Al. The above formula assumes the interference seen by UE) is proportional to the
number of RBs allotted to UE,,

A2. Fast fading is not accounted for in the interfering signal calculations since it would
require too much computational time, given that it needs to be re-calculated every
coherence time, not just between BS and its associated UEs but between a BS and
all the UEs in all cells. Hence NetSim calculates average interfering signal power
and not instantaneous interfering signal power, which is a well-accepted assumption
in multi-cell MIMO literature. Recall that NetSim accounts for fast fading in the direct
signal power calculations.

e The total noise seen will be

k x T x RBjg!

BS; RBy,

. L

e The signal power PUEk X RESIEL
ota
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Therefore,
lot
BS; RB{E
PUEl x slotk PBSi
_ k RBiotal _ UEy
SINR = j RBIZ\ ke xT x RBS9t + 3. 1)
kXTX RB;?; + Zj Iijk X Rleotk total j Lk
total

3.13.4.1 Interference in MIMO

e If UE, is receiving from BS; in multiple layers, the interference power IL’k is the same for

all layers.
BS;
Pt XA
UE, L
SINR, = kslot J
kXT X RBy,jq + % 1,

e Where L represents a MIMO layer.
¢ Note that neither the noise nor the interference is divided by the layer count, because

the combining vector has unit norm.
3.13.4.2 Fast fading component of interfering signals

NetSim accounts for the Rx power from neighboring cells, in a statistical sense, as explained
below. Let us consider an example of two BSs and two UEs with BS1 transmitting to UE1 and
BS2 transmitting to UE2. The BSs employ digital (Eigen) beamforming to the UE they are
transmitting to, so there is no channel-dependent beamforming between BS1 and UE2 or BS2
and UEL.

Due to this, the interference seen by UE2 due to BS1’s transmission will depend on the inner
product between the beamforming vector employed by BS1 (which depends only on the
channel between BS1 and UE1) and the channel between BS1 and UE2 (which is independent
of the channel between BS1 and UEL.)

Now, since we model the fast-fading component of the channel as having i.i.d. circularly
symmetric complex Gaussian entries, the expected interference power at UE2 is simply the
transmit power by BS1 times the path loss between BS1 and UE2. This because the long-term
statistical average of the square of the magnitude inner product between the (unit-norm)

beamforming vector employed by BS1 and the channel between BS1 and UEZ2 is unity.
3.13.4.3 Limitations

¢ In the above interference formula NetSim assumes that all interfering BSs transmit data
in that slot.
e The interference calculations need to be done for each slot. Enabling interference will

slow down the simulation.
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3.14 Uplink Interference Model (Part of Adv. 5G)

NetSim uses Interference-over-thermal (IoT), to model uplink interference. Modeling uplink
interference as 0T (also called as rise over thermal noise) allows for the calculation of the
interference level relative to the thermal noise level. This can provide insight into the
performance of the system and the impact of uplink interference on the signal-to-noise ratio
(SNR). For example, if the uplink interference level is 10 dB higher than the thermal noise level,
this indicates that the interference is significantly affecting the SNR and the performance of the

system.

Users can input 10T in the NetSim GUI and is available in the eNB/gNB properties. The
expression for the signal to interference noise ratio is given by

SINR (dB) = SNR(dB) — 10T (dB)
I0T (dB) = SNR (dB) — SINR (dB)

Converting to linear

10 x 1 (IoT(li ) =10 x1 (SNR)
0g10UO0 lnear)) = 0810 SINR
I+N
10T (linear) = N

Therefore, interference power in linear is
[ =N X (IoT (linear) — 1)
We thus get the Interference power in dBm as
I (dBm) = 10 x logy, (N x (1010T@E) _ 1))

This value of I in dBm units is logged in the Radio Measurements csv file (if turned on). An

example table is provided in Table 3-32.

Bandwidth (MHz) Noise (dBm) 10T (dB) Interference (dBm)
100 -93.82 3 -63.83
100 -93.82 2 -73.87
50 -96.83 2 -76.88
50 -96.83 2 -87.29
10 -103.82 1 -94.28

Table 3-32: Example table showing interference in dBm that will logged in radio measurements file for
a different 10T (dB) and Bandwidth (MHz) settings
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3.15 5G Core

NetSim 5G core functionality was introduced in NetSim v13. This 5G core includes entities,
which reside within the core devices (and partially within the gNB) such as Session
Management Function (SMF), Access and Mobility Management Function (AMF) and User
Plane Function (UPF) and the protocols these entities use for operation.

The NetSim 5G core model provides users the means to simulate the end-to-end IP
connectivity. It supports interconnection of multiple UEs to the Internet/Cloud via the Radio
Access Network or RAN. The RAN consists of multiple gNBs. These gNBs connect to the 5G
core in the backhaul. In NetSim, the 5G core comprises of a single AMF, SMF and UPF.

(] TR . e S|

Remote
Server

gNB

5G Core
Devices

User ————— [ 297 <
Equipment TR S e w1 F N Internet

5G Links

Building
(Indoor Propagation)

Figure 3-31: 5G Network scenario consisting of multiple UEs and gNBs connected to 5G Core - AMF,
SMF and UP. The UPF is connects out to the Data Network/ Internet.

NetSim 5G Core model has been designed as follows:

1. The Packet type supported in NetSim 5G Core is IPv4.

2. Asingle set of SMF/UPF/AMF entities are only available. Scenarios with inter SMF mobility
/ inter AMF mobility are not supported in NetSim.

3. Itis possible for a single UE to use different applications with different QoS models. Hence,
multiple EPS Bearers are supported for each UE. This includes necessary classification of
TCP/UDRP traffic over IP done at the UE in the Uplink and at the UPF in the downlink.

4. The NetSim 5G model allows users to perform an XN based handover between two gNBs.
In the 5G standalone architecture, the roles played by each of the entities are different.

1. A UE has the following interactions:
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The random-access procedure to initiate communication with the gNB.
Setup the RRC connection with the gNB.

Perform NAS level authentication.

. Handle the RRC Reconfiguration from the gNB and this message sets up the default

PDU session.
The UE concludes the registration procedure.

Data flow takes place in both the downlink and uplink directions.

2. The gNB acts as a bridge between the UE and the 5G Core. The gNB:

a.

g.

Handles the random-access request from the UE and assign resources for initiating the

RRC connection.

Sets up the RRC connection with the UE. SRB1 is set up at this point. Starting at this

point the gNB starts assigning downlink and uplink resources to the UE.

. Transports the Registration Request from the UE to the AMF.

. Carries the NAS signalling between the UE and the gNB.

The 5G Core initiates the default PDU session setup. A Registration Accept is also

received from the UE.

Activates the default PDU session via the RRC Reconfiguration message. It also

transports the Registration Complete message to the AMF.

The downlink and uplink data flow takes place between the UE and the Internet.

3. The AMF or Access Mobility Function coordinates the 5G Standalone registration

procedure.

a.

Handles the Initial UE Message from the gNB. This message carries the Registration
Request from the UE.

On receiving the Registration Request, the AMF obtains the UE context.

AMF updates the SMF context and sends an Initial Context Setup Request to activate
the default PDU session. The message also carries the Registration Accept message
from the AMF.

. When the gNB signals that the Initial Context setup has been completed, the AMF

updates the SMF context.

The AMF also notifies the SMF when the session is ready for uplink and downlink data

transfer.
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f. All messages related to session management are forwarded over the N11 reference

interface to the Session Management Function (SMF).

4. The SMF or Session Management Function serves as a control plane entity and it is

responsible for the session management.
a. The SMF assigns an IP address to be used for sending uplink data.
b. The SMF selects the UPF to be used for the session.

c. The SMF updates the UPF using PFCP messages via the N4 control-data plane

interface.
5. The UPF or User Plane function is a data plane component that handles user data.

a. The UPF is completely controlled from the SMF using the N4 interface. The SMF uses
the Packet Forwarding Control Protocol (PFCP) to update the data plane.

b. The UPF is responsible for packet routing and forwarding, packet inspection, QoS
handling, and external PDU session for interconnecting Data Network (DN), in the 5G

architecture.

c. The UPF represents the data plane evolution of a Control and User Plane Separation
(CUPS) strategy and is introduced as an extension to existing Evolved Packet Cores
(EPCs).

d. The UPF identifies user plane traffic flow based on information received from the SMF
over the N4 reference point. The N4 interface employs the Packet Forwarding Control
Protocol (PFCP).

3.15.1 5G Interfaces

5G Interfaces present in NetSim are as follows:

5G_N1_N2: N1-N2 is the reference point between the gNB (gNodeB) and the AMF.
5G_N3: Interface between the RAN (gNB) and the (UPF).

5G_N4: Interface between the Session Management Function (SMF) and the UPF
5G_NG6: Interface between the Data Network (DN) and the UPF.

5G_N11: Interface between the SMF and AMF.

5G_XN: Interface between two RAN (gNB) nodes.

L T A
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Figure 3-32: 5G Network scenario depicting the 5G Interfaces in NetSim
The NG-AP interface (N2) provides control plane interaction between the gNB and the AMF.
In NetSim, this interface is modelled in an abstract manner, with direct interaction between the
gNB and the AMF. The encoding of NGAP messages and information elements specified in
[TS36413] is not implemented.

The NG-AP primitives that are modelled are:

INITIAL UE MESSAGE AND REGISTRATION REQUEST

INITIAL CONTEXT SETUP REQUEST

INITIAL CONTEXT SETUP RESPONSE AND REGISTRATION COMPLETE
PATH SWITCH REQUEST

PATH SWITCH REQUEST ACKNOWLEDGE

a M WD BE

The N11 interface provides control plane interaction between the SMF and the AMF using the
GTPv2-C protocol specified in [TS29274]. In NetSim, this interface is modelled with direct
interaction between the SMF and the AMF objects, without implementing the encoding of the

messages.
The N11 primitives that are modelled are:

CREATE SESSION REQUEST
CREATE SESSION RESPONSE
MODIFY BEARER REQUEST
MODIFY BEARER RESPONSE

A LW NP

Of these primitives, the first two are used during the initial UE attachment for the establishment
of the N2-U bearers; the other two are used during handover to switch the N2-U bearers from
the source gNB to the target gNB because of the reception by the AMF of a PATH SWITCH
REQUEST NG-AP message.
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3.15.2 Cell Selection and UE attach procedure
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Figure 3-33: A 5G network scenario with a Single UE connected to a gNB which is connected to the
5G Core and the UE downloads data from the Server (Wired Node)

As an example, consider a 5G network scenario with 5G Core devices (which consists of AMF,
SMF, UPF and three L2 Switches), a UE which is connected to a gNB, and in the server side,

a Wired Node which is connected to a Router which is connected to the 5G core via UPF.
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Figure 3-34: UE Attach Procedure

The attachment process is as follows:

© TETCOS LLP. All rights reserved Page 116 of 234



Ver 14.0

1. Radio Resource Control (RRC) Master Information Block (MIB) packets are broadcast by

each gNB to all the UEs. These packets are transmitted periodically every 80 ms.

If the number of gNBs is ‘m’ and the number of UEs is ‘n’, then the number of MIB

packets transmitted each time will be ‘m x n’

The transmission of MIB packet starts from the MAC Layer. The transmission time can

be calculated from the MAC Layer Arrival Time in the packet trace.

The size of each MIB packet is 8 Bytes and can be observed in the Phy Layer Payload
field in the packet trace.

2. RRC System Information Block 1 packets are broadcast by the gNBs to all the UEs. These

packets are transmitted periodically every 160ms.

The transmission of SIB1 packet starts from the MAC Layer. The transmission time can

be calculated from the MAC Layer Arrival Time in the packet trace.

If the number of gNBs is ‘m’ and the number of UEs is ‘n’, then the number of SIB

packets transmitted each time will be ‘m x n’

The size of each SIB1 packet is 8 Bytes. This can be observed in the Phy Layer Payload

field in the packet trace.

3. After the first set of packets, the cell selection occurs as explained below.

The UE attaches itself initially to the gNB from which it receives the highest SSB SNR.
If SNRs from multiple gNBs are equal, the UE will attach to the gNB with the lowest ID.

The gNB to which the UE is connected by the user in NetSim GUI at the network design
stage, is only for visual purposes. It plays no role in determining which to which gNB

the UE will eventually be attached.

4. RRC System Information are broadcast by the selected gNBs to all UEs when the cell

selection is complete.

The Sl packet is sent only once during the simulation. It is not sent after every

Handover.
It occurs at 160.9ms.

The transmission of Sl packet starts from the MAC Layer. The transmission time can

be calculated from the MAC Layer Arrival Time in the packet trace.

The size of each Sl packet is 8 Bytes. The size of the packet can be calculated from
the Phy Layer Payload field in the packet trace.
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5. The RRC Setup Request will be sent by the UE to the connected gNB within 2.5ms of
receipt of RRC Sl packet

= The RRC Setup Request is sent with the random UE-Identity and an establishment
cause. This can be observed in the Headers column of the packet trace.

6. The RRC Setup message is used to establish SRB1.

= Selected gNB sends the setup to UE which contains RRCTransactionldentifier,
RRCResponsetype, PDCP Properties: UEID and GNBID, DiscardDelayTimer,
T_Reordering, Hdr Type, SN=0, dcBit.

= RRC Setup Packet Size is 24 Bytes. The size of the packet can be calculated from the
Phy Layer Payload field in the packet trace.

= UE stops the timer (T300) when it receives the RRC Setup message.
= UE makes a transition to RRC connected mode.

7. The RRC Setup Complete message is used to confirm the successful completion of an

RRC connection establishment.
= UE sends this message on receipt of the RRC Setup message.

= Contains RRCTransactionldentifier, SelectedPLMNIdentity, AMFIdentifier, Gaumi
Type, Hdr Type, SN, dcBit

8. UE sends UE_MEASUREMENT_REPORT to the connected gNB. The measurement
report is sent by each UE to its serving gNB and it contains SINR from all gNBs

If the SNR from another gNB is offset greater than SNR from serving gNB, it leads to handover.
After the handover procedure is completed RRC Reconfiguration would happen between
target gNB and UE. The UE will then send the UE MEASUREMENT REPORT to this gNB.

These can be observed in the NetSim Packet Trace.

PACKET_ID| ~ |SEGMENT_ID| » |PACKET TYPE| v CONTROL PACKET TYPE/APP NAMEJ SOURCE ID| ~ | DESTINATION ID| ~ TRANSETFER ID ~ RECEIVER ID| v |NW LAYER ARRIVAL TIME(US} ~ MAC LAYER ARRIVAL TIME(US) v |PHY LAYER |
0 N/A Control_Packet |RRC_MIB GNB-7 Broadcast-0 GNB-7 UE-8 N/A 30000
0/N/A Control_Packet |RRC SIB1 GNB-7 Broadcast-0 GNB-7 UE-8 N/A 160000
0 N/A Control_Packet JRRC_MIB GNB-7 Broadeast-0 GNB-7 UE-8 N/A 160000
0/N/A Control_Packet JRRC_SI GNB-7 UE-8 GNB-7 UE-8 N/A 160999

0N/A Control_Packet JRRC_SETUP_REQUEST UE-8 GNB-7 UE-8 GNB-7 N/A 161999

0/N/A Control_Packet |RRC_SETUP GNB-7 UE-8 GNB-7 UE-8 N/A 162999

0N/A Control_Packet |RRC SETUP COMPLETE UE-8 GNB-7 UE-8 GNB-7 N/A 163999
= — —— ——

0 0 Control_Packet INITIAL_UE_MSG_AND_REGISTRATION_FGNB-7 AMF-3 GNB-7 SWITCH-5 164999 164999
0 0 Control_Packet INITIAL UE_MSG_AND_REGISTRATION_FGNB-7 AMF-3 SWITCH-5 AMF-3 164999 164999

Figure 3-35: RRC connection establishment in Packet Trace

3.15.35G Core connection management process
This functionality is based on (3gpp 38.413)

1. The gNB will introduce the UE to the 5G Core after the initial gNB- UE attachment process.
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2. The gNB will send Initial UE message and Registration request to the selected AMF
(currently NetSim supports only one AMF). The message will be transmitted when gNB
receives the first NAS message to be transmitted from the radio link after the RRC Setup
Complete

3. Upon receiving the UE message and registration request, the AMF will send Create
Session Request to the SMF in-order to create a session for the UE.

4. The SMF will send the PFCP Session Request to UPF to denote that the UE is present in
the network and the data packet flow may occur to UPF and to create/ establish/ modify
PFCP session for UE.

5. Further, AMF will send the Initial Context Setup Request to the gNB to confirm the setup
of a UE context.

6. The gNB will send Initial Context Setup and Registration Complete message to the AMF
and then the UE will be associated with the core.

These can be observed in NetSim Packet Trace file

PACKET_ID| ~ |SEGMENT_ID[ ~ | PACKET_TYPE|~ | CONTROL_PACKET_TYPE/APP_NAME SOURCE_ID| ~ | DESTINATION_ID| | TRANSMITTER_ID| | RECEIVER_ID[~ | APP_LAYER_ARRIVAL TIME(US)[~ |TRX_LAYER ARRIVAL TIME(\]
0 N/A Control_Packet RRC_MIB GNB-7 Broadcast-0 GNB-7 UE-8 N/A N/A
0/N/A Control_Packet RRC_SIB1 GNB-7 Broadcast-0 GNB-7 UE-8 N/A N/A
0 N/A Control_Packet RRC_MIB GNB-7 Broadcast-0 GNB-7 UE-§ N/A N/A
0 N/A Control_Packet RRC_SI GNB-7 UE-8 GNB-7 UE-8 N/A N/A
0 N/A Control_Packet RRC_SETUP_REQUEST UE-S GNB-7 UEs GNB-7 N/A N/A
0/N/A Control_Packet RRC_SETUP GNB-7 UE-8 GNB-7 UE-8 N/A N/A
0 N/A Control_Packet RRC_SETUP_COMPLETE UES GNB-7 UE-3 GNB-7 N/A N/A
0 0/ Control_Packet [ INITIAL_UE_MSG_AND_REGISTRATION_REQUEST GNB-7 AMF-3 GNB-7 SWITCH-5 164999 1
0 0 Control_Packet | INITIAL_UE_MSG_AND_REGISTRATION_REQUEST GNB-7 AMF-3 SWITCH-5 AMF-3 164999 1
0 0/ Control_Packet | CREATE_SESSION_REQUEST AMF-3 SMF-2 AMF-3 SMF-2 165035.24 165¢
[ 0 Control_Packet | PFCP_SESSION_REQUSET SMEF-2 UPF-1 SMF-2 UPF-1 165053.36 165¢
0 0/ Control_Packet | PFCP_SESSION_RESPONSE UPF-1 SMF-2 UPF-1 SMF-2 165071.48 165
0 0 Control_Packet | CREATE_SESSION_RESPONSE SMF-2 AMF-3 SMF-2 AMF-3 165089.6 165
0 0/ Control_Packet | INITIAL_CONTEXT_SETUP_REQUEST AMF-3 GNB-7 AMF-3 SWITCH-5 165107.72 1651
0 0 Control_Packet | INITIAL_CONTEXT_SETUP_REQUEST AMF-3 GNB-7 SWITCH-5 GNB-7 165107.72 1651
0 0/ Control_Packet | INITIAL_CONTEXT_SETUP_RESPONSE_REGISTRATION_COMPLETE |GNB-7 AMF-3 GNB-7 SWITCH-5 165148.12 1651
0 0 Control_Packet | INITIAL_ CONTEXT SETUP_RESPONSE_REGISTRATION_COMPLETE ~ GNB-7 AMF-3 SWITCH-5 AMF-3 165148.12 1651
0/N/A Control_Packet STATOSPDU = BNE- = TNE- L ™,
0 N/A Control_Packet STATUSPDU UE-8 GNB-7 UE-8 GNB-7 N/A N/A
0/N/A Control_Packet UE_MEASUREMENT_REPORT UE-8 GNB-7 UE-S GNB-7 N/A N/A
0 N/A Control_Packet RRC_MIB GNB-7 Broadcast-0 GNB-7 UE-8 N/A N/A
0/N/A Control_Packet STATUSPDU UE-3 GNB-7 UE-8 GNB-7 N/A N/A
0 N/A Control_Packet STATUSPDU UE-8 GNB-7 UE-S GNB-7 N/A N/A
0/N/A Control_Packet STATUSPDU UE-3 GNB-7 UE-3 GNB-7 N/A N/A
0 N/A Control_Packet STATUSPDU UE-3 GNB-7 UE-3 GNEB-7 N/A N/A
oN Control Packet RRC SIBI GNE-7 Broadcast.0 GNE-7 UE; N N

Figure 3-36: 5G Core connection management process

When the UE attachment is completed, the data packets will be transmitted from the source to
the destination via the UPF.

3.16 5G Non-Stand Alone (NSA)

3.16.1 Overview

NSA leverages the existing LTE radio access and core network (EPC) to anchor 5G NR using
the Dual Connectivity feature. This solution provides a seamless option to deploy 5G services
with very less disruption in the network. The eNB is connected to the EPC through the LTE_S1
interface and to the gNB through the XN interface. The gNB can be connected to the EPC
through the LTE_S1 interface and other gNBs through the XN interface. Similarly, the eNBs
and gNBs will be connected to 5G Core through the N1_N2, and N3 interfaces and gNB-eNB
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and gNB-gNB connections through the XN interface. The control packets like RRC MIB, RRC
SIB1, RRC SI in NSA modes will be transmitted from the master nodes to the UE. Similarly,
the UE will send the UE_MEASUREMENT_REPORT and RRC_SETUP messages to the

master nodes. The master node will be selected according to the deployment option selected.
The NSA modes in NetSim 5G module includes:

1. Option 4 where only 5G Core devices are present, and EPC is not available. Here, gNB is

the Master Cell and eNB is the Secondary Cell. Option 4 is categorized into:

a. Option 4: Only gNB connects to all the 5G Core interfaces. eNB connects to the XN

interface.

b. Option 4a: gNB connects to all 5G Core interfaces and eNB connects to AMF and UPF

through respective interfaces.

2. Option 7 where only 5G Core devices are present, and EPC is not available. Here, eNB is

the Master Cell and gNB is the Secondary Cell. Option 7 is categorized into:

a. Option 7: eNB connects to all 5G Core interfaces. gNB connects only to the XN

interface.

b. Option 7a: gNB connects to all the 5G Core interfaces. eNB connects to AMF and UPF

through the respective interfaces.

4 4a
|
I
LTE R SR |

Figure 3-37: NSA deployment - Option 4, Option 4a Networking modes

7 7a

5G Core

Figure 3-38: NSA deployment - Option 7, Option 7a Networking modes
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In Options 3, 4 and 7, the secondary node is not directly connected with the LTE-EPC/ 5G-
Core. On reception of a packet, the secondary node, transmits all packet to the master node
via the XN interface for uplink cases and for downlink cases, the core / EPC transmits the
packets to the master node and the master node splits the traffic between itself and the
secondary node, since there is no connection between the core and secondary node. The

master node also transmits the packets to the UE.
In options 4a and 7a, the split happens at the EPC/UPF.
3.16.2 Option 4/4a

Option 4 consists of a 5G Core. The master node is the LTE NR cell or gNB and the secondary
node is LTE cell or eNB.

3.16.2.1 Option 4

In Option 4 of Non-Stand-alone mode, both LTE and 5G NR radio access technologies are
deployed and controlled through only the 5G Core, i.e., AMF, SMF and UPF.

The gNB has both the NG-U and NG-C interfaces. Both eNB and gNB connects over the XN
interface. The interface between gNB and AMF is called N2 interface and the interface between
gNB and UPF is called N3 interface, So the control plane is over N2 interface and user plane

is over N3 interface.

The eNB is not connected to 5G Core, hence data traffic is split over the XN interface. The
gNB is connected to 5G Core with NG-U and NG-C.

In NetSim, the gNB is connected to the UPF via Switch_5 using the 5G_N3 interface and to
the AMF via Switch_4 using the 5G_N1_N2 interface, hence, gNB communicates directly with
the 5G Core and eNB does not communicate directly with the 5G Core. The gNBs and eNBs
are inter-connected using the XN interface via a Layer 2 Switch and the UEs present in the
network consists of two interfaces, an LTE interface and a 5G_RAN interface.
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LTE 1 TS~ gl 5G_RAN

Figure 3-39: NSA deployment- Option 4 networking mode in NetSim
3.16.2.2 Option-4a

In Option 4a, the eNB is not connected to gNB over XN interface, but it is connected to 5G

Core over the NG-U interface.

The gNB has both NG-U and NG-C interface. Data traffic is split between 4G and 5G at the
5G Core, specifically the UPF.

In NetSim, the gNB and eNB are connected to the UPF via Switch_4 using the 5G_N3 interface
and to the AMF via Switch_5 using the 5G_N1_N2 interface. The gNBs we can inter-connected
using the XN interface and does not have XN interface for eNBs. hence direct communication
between eNB and gNB is not possible. The UEs present in the network consists of two
interfaces, an LTE interface and a 5G_RAN interface.
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LTE

Figure 3-40: NSA deployment- Option 4a networking mode in NetSim
3.16.3 Option 7/7a

The eNB has NG-U and NG-C interfaces to 5G Core and eNB connects with gNB over XN
interface. The master node is the LTE cell or eNB and the secondary node is the LTE-NR cell

or gNB in these deployment options.
3.16.3.1 Option-7

In Option 7, the gNB does not communicate to 5G Core. Data traffic flows through eNB
communicating to and from the 5G Core. Some part of the data can be transferred through

gNB over the XN interface.

In NetSim, the eNBs are connected to the UPF via Switch_4 using the 5G_N3 interface and to
the AMF via Switch_5 usingthe 5G_N1_N2 interface. The gNBs and eNBs are inter-connected
using the XN interface and hence direct communication between eNB and gNB is possible.
The UEs present in the network consists of two interfaces, an LTE interface and a 5G_RAN
interface. The data is delivered to the UE when it comes to the 5G NR through the LTE-RAN.
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Figure 3-41: NSA deployment- Option 7 networking mode in NetSim
3.16.3.2 Option-7a

In Option 7a, eNB and gNB are not connected via the XN interface and instead gNB is
connected to 5G Core over NG-U. The eNB is connected to 5G Core over NG-C and NG-U.
Data traffic is split at the 5GC (UPF).

In NetSim, the gNB and eNB are connected to the UPF via Switch_4 using the 5G_N3 interface
and to the AMF via Switch_5 using the 5G_N1_N2 interface. The gNBs does not have an XN
Interface and eNBs inter-connected using the XN interface and hence direct communication
between eNB and gNB is not possible. The UEs present in the network consists of two

interfaces, an LTE interface and a 5G_RAN interface.

The user data goes directly from the 5G Core to the gNB and then to the UE.

‘~.B.s'
UES

i

Figure 3-42: NSA deployment- Option 7a networking mode in NetSim
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3.17 NSA Packet Flow

3.17.1 Option 4

Consider the following network scenario:

Figure 3-43: NSA deployment - Option 4 networking mode in NetSim

All the devices have the default properties, application start time was set to 1s and scenario is

simulated for 10s.

gNB is the Master Node and eNB is the Secondary Node in Options 4 and 4a.

The packet flow in the network takes place as explained below:

1.

7.
8.
9.

The MN, gNB will broadcast the RRC_MIB packets to the UE every 80 ms and RRC_SIB1
every 160 ms.

After the transmission of the RRC_MIB and RRC_SIB1 packets, the gNB will send
RRC_SI packet to the UE.

After reception of RRC_SI packet, UE will send RRC_Setup Request to the gNB.

On receiving the RRC_Setup_Request packet, the gNB will acknowledge the request by
transmitting RRC_Setup packet to the UE.

The UE will send back the RRC_Setup Complete packet on the receipt of RRC_Setup
message.

The gNB will send INITIAL_UE_MSG_AND_REGISTRATION_REQUEST to the AMF via
L2Switch_5 through the N1_N2 interface.

AMF will send CREATE_SESSION_REQUEST to SMF through N11 interface.

SMF will send PFCP_SESSION_REQUEST to UPF through N4 interface.

UPF will send back the response packet to SMF, i.e, PFCP_SESSION_RESPONSE

10. SMF will send back the response packet to AMF, i.e., CREATE_SESSION_RESPONSE
11. AMF will send the INITIAL_CONTEXT_SETUP_REQUEST to the gNB via Switch_5.

© TETCOS LLP. All rights reserved Page 125 of 234



12.

13.

14.

15.

16.

17.

18.

19.

20

Ver 14.0

On the receipt of Context setup request, gNB will send
INITIAL_CONTEXT_SETUP_RESPONSE_REGISTRATION_COMPLETE packet to the
AMF via switch_5 through the N1_N2 interface.

This marks the completion of UE registration process.

After the UE registration, the MN node will send DC_SEC_CELL_ADDITION_REQUEST
to the SN via the L2Switch_6.

On the receipt of this secondary cell addition request, the SN sends back the response
packet, i.e. DC_SEC_CELL_ADDITION_RESPONSE.

The UE will now send the UE_ MEASUREMENT_REPORT every 120 ms to the MN which
contains the SNR information. The time interval at which the measurement report is to be
transmitted can be set by the user in the eNB/ gNB properties-> Interface_ LTE/ 5G_RAN
-> Datalink Layer.

After the UE attachment procedure, the data packets will be transmitted from the server
to the UE based on the splitting algorithm.

As per the current splitting algorithm in NetSim, the first data packet will be transmitted to
the UPF through the N6 interface and from the UPF it goes to the MN, gNB via Switch_4
through the N3 interface, and from the gNB it will be transmitted to the UE through the
RAN interface.

The second data packet will flow from UPF to the gNB via Switch_4 and from the gNB,
the packet gets transmitted to the eNB via Switch_6 through the XN interface and then to
the UE.

. Similarly, the third packet will flow through the MN, fourth through the SN and so on.

Packet flow can be analyzed using the Packet Trace log file as shown below:

A B c D E F G H L M
PACKET_ID[ Y| SEGMENT ID[~ | PACKET TYPE[~| CONTROL PACKET TYPE/APP_NAME ¥/ SOURCE_ID|~ | DESTINATION_ID| - | TRANSMITTER ID[~ |RECEIVER_ID[~| MAC_LAYER ARRIVAL TIME(US)|~|PHY_LAYER_ARRIVAL TIME(Y
1 0 CBR App1_CBR NODE-11 UE-9 NODE-11 ROUTER-10 1000000 10f
1 0 CBR Appl CBR NODE-11 UE-9 ROUTER-10 UPF-1 1000126.12 10003
1 0 CBR Appl_CBR NODE-11 UE9 UPF-1 SWITCH-4. 1000250.16 10003
1 0 CBR App1_CBR NODE-11 UE-9 SWITCH-4 GNB-8 1 100025016 10003
2 0 CBR Appl CBR NODE-11 UE-9 NODE-11 ROUTER-10 1001168 10f
2 0/CBR Appl_CBR NODE-11 UE-9 ROUTER-10 UPF-1 1001294.12 10013
2 0 CBR App1_CBR NODE-11 UE-9 UPF-1 SWITCH-4 1001418.16 10014
2 0 CBR Appl CBR NODE-11 UE-9 SWITCH-4 GNB-8 1001418.16 10014
2 0 CBR Appl_CBR NODE-11 UE-9 GNB-8 SWITCH-6 1001670.4 1001
2 0 CBR App1_CBR NODE-11 UE-9 SWITCH-6 ENB-7 1001670.4 10017
1 0 CBR Appl CBR NODE-11 UE9 GNB-8 UE9 1000502.4 10f
3 0 CBR Appl CBR NODE-11 UE-9 NODE-11 ROUTER-10 1002236 10f
3 0 CBR App1_CBR NODE-11 UE-9 ROUTER-10 UPF-1 1002462.12 10024
3 0 CBR Appl CBR NODE-11 UE-9 UPF-1 SWITCH-4 1002586.16 10024
3 0 CBR Appl CBR NODE-11 UES SWITCH-4 GNE-2 1002586.16 10027
2 0 CBR App1_CBR NODE-11 UE-9 ENB-7 UE-9 1001670.4 10f
2 0 CBR App1_CBR NODE-11 UE9 ENB-7 UE9 1001670.4 10f
a 0 CBR Appl CBR NODE-11 UE-9 NODE-11 ROUTER-10 1003504 10§
a 0 CBR App1_CBR NODE-11 UE9 ROUTER-10 UPF-1 1003630.12 10034
a 0 CBR Appl_CBR NODE-11 UE-9 UPF-1 SWITCH-4 100375416 10037
3 0 CBR Appl CBR NODE-11 UE-9 GNB-8 UE-9 1002838.4 10f
1 0 CBR Appl_CBR NODE-11 UE-9 SWITCH-4 GNB-8 100375416 10034
a 0 CBR App1_CBR NODE-11 UE9 GNB-8 SWITCH-6 1004006.4 1004
a 0 CBR Appl CBR NODE-11 UE-9 SWITCH-6 ENB-7 1004006.4 1004
a 0 CBR App1_CBR NODE-11 UE9 ENB-7 UE9 1004006.4 10(
a 0 CBR Appl_CBR NODE-11 UE-9 ENB-7 UE-9 1004006.4 10f
Packet Trace | Pivot Table(TX-RX) | Pivot Table(Custom) ® < >

Figure 3-44: Packet flow can be analyzed using the Packet Trace
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3.17.2 Option 4a

Consider the following network scenario:

Figure 3-45: NSA deployment - Option 4a networking mode in NetSim

All the devices have the default properties, application start time was set to 1s and scenario is

simulated for 10s.

The packet flow in the network takes place as explained below:

1.

7.
8.
9.

The MN, gNB will broadcast the RRC_MIB packets to the UE every 80 ms and RRC_SIB1
every 160 ms.

After the transmission of the RRC_MIB and RRC_SIB1 packets, the gNB will send
RRC_SI packet to the UE.

After reception of RRC_SI packet, UE will send RRC_Setup_Request to the gNB.

On receiving the RRC_Setup_Request packet, the gNB will acknowledge the request by
transmitting RRC_Setup packet to the UE.

The UE will send back the RRC_Setup_Complete packet on the receipt of RRC_Setup
message.

The gNB will send INITIAL_UE_MSG_AND_REGISTRATION_REQUEST to the AMF via
L2Switch_5 through the N1_N2 interface.

AMF will send CREATE_SESSION_REQUEST to SMF through N11 interface.

SMF will send PFCP_SESSION_REQUEST to UPF through N4 interface.

UPF will send back the response packet to SMF, i.e, PFCP_SESSION_RESPONSE

10. SMF will send back the response packet to AMF, i.e., CREATE_SESSION_RESPONSE.
11. AMF will send the INITIAL_CONTEXT_SETUP_REQUEST to the gNB via Switch_5.
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On the receipt of Context setup request, gNB will send
INITIAL_CONTEXT_SETUP_RESPONSE_REGISTRATION_COMPLETE packet to the
AMF via switch_5 through the N1_N2 interface.

This marks the completion of UE registration process.

After the UE registration, the MN node will send

DC_SEC_CELL_ADDITION_REQUEST to the SN via the Switch_4.

On the receipt of this secondary cell addition request, the SN sends back the response
packet, i.e. DC_SEC_CELL_ADDITION_RESPONSE.

The UE will now send the UE_MEASUREMENT_REPORT every 120 ms to the MN which
contains the SNR information. The time interval at which the measurement report is to be
transmitted can be set by the user in the eNB/ gNB properties-> Interface_ LTE/ 5G_RAN
-> Datalink Layer.

After the UE attachment procedure, the data packets will be transmitted from the server
to the UE based on the splitting algorithm.

As per the current splitting algorithm in NetSim, the first data packet will be transmitted to
the UPF through the N6 interface and from the UPF it goes to the MN, gNB via Switch 4
through the N3 interface, and from the gNB it will be transmitted to the UE through the
RAN interface.

The second data packet will flow from UPF to the eNB via Switch_4 and then to the UE.

. Similarly, the third packet will flow through the MN, fourth through the SN and so on.

Packet flow can be analyzed using the Packet Trace log file as shown below:

A B c D E F G H | ] K
PACKET_ID[-T|SEGMENT_ID[~ | PACKET_TYPE[~| CONTROL_PACKET TYPE/APP_NAME| Y| SOURCE ID|~| DESTINATION ID[~|TRANSMITTER ID[~ |RECEIVER ID[~|APP_LAYER_ARRIVAL TIME(US) [~ | TRX_LAYER ARRIVAL TIME(US)[~|NW_LAYER ARRN
1 0 CBR App1_CBR NODE-11 UE-9 NODE-11 ROUTER-10 1000000 1000000
1 0 CBR Appl_CBR NODE-11 UE-9 ROUTER-10 UPF-1 1000000 1000000
1 0 CBR Appl_CBR NODE-11 UE9 UPF-1 SWITCH-4 1000000 1000000
1 0 CBR App1_CBR NODE-11 UE-9 SWITCH-4 GNB-8 1000000 1000000
2 0 CBR Appl CBR NODE-11 UE9 NODE-11 ROUTER-10 1001168 1001168
2 0 CBR App1_CBR NODE-11 UE-9 ROUTER-10 UPF-1 1001168 1001168
2 0 CBR App1 CBR NODE-11 UE9 UPF-1 SWITCH-4 1001168] 1001168
2 0 CBR Appl_CBR NODE-11 UE-9 SWITCH-4 ENB-7 1001168 1001168
1 0 CBR App1_CBR NODE-11 UE9 GNB-8 UE9 1000000 1000000
3 0 CBR App1_CBR NODE-11 UE-9 NODE-11 ROUTER-10 1002336 1002336
3 0 CBR App1_CBR NODE-11 UE9 ROUTER-10 UPF-1 1002236 1002336
3 0 CBR App1_CBR NODE-11 UE-9 UPF-1 SWITCH-4 1002336 1002336
3 0 CBR App1_CBR NODE-11 UE-9 SWITCH-4 GNB-8 1002336 1002336
2 0 CBR Appl_CBR NODE-11 UE-9 ENB-7 UE-9 1001168 1001168
2 0 CBR App1_CBR NODE-11 UE9 ENB-7 UE9 1001168 1001168
4 0 CBR Appl_CBR NODE-11 UE-9 NODE-11 ROUTER-10 1003504, 1003504
4 0 CBR Appl_CBR NODE-11 UE9 ROUTER-10 UPF-1 1003504 1003504
4 0 CBR App1_CBR NODE-11 UE-9 UPF-1 SWITCH-4 1003504, 1003504
3 0 CBR Appl CBR NODE-11 UE9 GNE-2 UES 1002236 1002336
4 0 CBR App1_CBR NODE-11 UE-9 SWITCH-4 ENB-7 1003504, 1003504
a 0 CBR App1 CBR NODE-11 UE9 ENB-7 UE9 1003504 1003504
4 0 CBR Appl CBR NODE-11 UE-9 ENB-7 UE-9 1003504 1003504

Figure 3-46: Packet flow can be analyzed using the Packet Trace

3.17.3 Option 7

Consider the following network scenario:
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Figure 3-47: NSA deployment - Option 7 networking mode in NetSim

All the devices have the default properties, application start time was set to 1s and scenario is

simulated for 10s.

eNB is the MN and gNB is the SN in deployment options 7, 7a.

The packet flow in the network takes place as explained below:

1.

The MN, eNB will send broadcast the RRC_MIB packets to the UE every 40 ms and
RRC_SIB1 every 80 ms.

After the transmission of the RRC_MIB and RRC_SIB1 packets, the eNB will send
RRC_SI packet to the UE.

After reception of RRC_SI packet, UE will send RRC_Setup Request to the eNB.

On receiving the RRC_Setup_Request packet, the eNB will acknowledge the request by
transmitting RRC_Setup packet to the UE.

The UE will send back the RRC_Setup_Complete packet on the receipt of RRC_Setup
message.

The eNB will send INITIAL_UE_MSG_AND_REGISTRATION_REQUEST to the AMF via
L2Switch_5 through the N1_N2 interface.

7. AMF will send CREATE_SESSION_REQUEST to SMF through N11 interface.

10.
11.
12.
13.

SMF will send PFCP_SESSION_REQUEST to UPF through N4 interface.

UPF will send back the response packet to SMF, i.e, PFCP_SESSION_RESPONSE
SMF will send back the response packet to AMF, i.e.,

CREATE_SESSION_RESPONSE.

AMF will send the INITIAL_CONTEXT_SETUP_REQUEST to the eNB via Switch_5.

On the receipt of Context setup request, eNB will send
INITIAL_CONTEXT_SETUP_RESPONSE_REGISTRATION_COMPLETE packet to the
AMF via switch_5 through the N1_N2 interface.
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This marks the completion of UE registration process.

After the UE registration, the MN node will send DC_SEC_CELL_ADDITION_REQUEST
to the SN via the Switch_6.

On the receipt of this secondary cell addition request, the SN sends back the response
packet, i.e., DC_SEC_CELL_ADDITION_RESPONSE.

The UE will now send the UE_ MEASUREMENT_REPORT every 120 ms to the MN which
contains the SNR information. The time interval at which the measurement report is to be
transmitted can be set by the user in the eNB/ gNB properties-> Interface_ LTE/ 5G_RAN
-> Datalink Layer.

After the UE attachment procedure, the data packets will be transmitted from the server
to the UE based on the splitting algorithm.

As per the current splitting algorithm in NetSim, the first data packet will be transmitted to
the UPF through the N6 interface and from the UPF it goes to the MN, eNB via Switch_4
through the N3 interface, and from the eNB it will be transmitted to the UE through the LTE
interface.

The second data packet will flow from UPF to the eNB via Switch_4 and then from eNB to
the gNB via Switch_6 through XN interface and then to the UE.

Similarly, the third packet will flow through the MN, fourth through the SN and so on.

Packet flow can be analyzed using the Packet Trace log file as shown below:

A

B € D E F G H | J K[~
PACKET_ID -¥| SEGMENT_ID| ~ | PACKET_TYPE| ~ | CONTROL_PACKET_TYPE/APP_NAME -T| SOURCE_ID| v | DESTINATION_ID| ~ | TRANSMITTER_ID|~ | RECEIVER_ID| ~| APP_LAYER_ARRIVAL_TIME(US) | | TRX_LAYER_ARRIVAL TIME(US)|~|NW_LAYER_ARRIY
1 0 CBR Appl_CBR NODE-11 UE-S NODE-11 ROUTER-10 1000000 1000000
1 0/CBR Appl_CBR NODE-11 UE-S ROUTER-10 UPF-1 1000000 1000000
1 0 CBR Appl_CBR NODE-11 UES UPF-1 SWITCH-4 1000000 1000000
1 0/CBR Appl_CBR NODE-11 UE-S SWITCH-4 ENB-7 1 1000000 1000000
2 0 CBR Appl_CBR NODE-11 UES NODE-11 ROUTER-10 1001168 1001168
2 0 CBR Appl_CBR NODE-11 UE-S ROUTER-10 UPF-1 1001168 1001168
1 0 CBR Appl_CBR NODE-11 UE-S ENB-7 UE-S 1000000 1000000
1 0/CBR Appl_CBR NODE-11 UE-3 ENB-7 UE-3 1000000 1000000
2 0 CBR Appl_CBR NODE-11 UE-S UPF-1 SWITCH-4 1001168 1001168
2 0/CBR Appl_CBR NODE-11 UE-3 SWITCH-4 ENB-7 1001168 1001168
2 0 CBR Appl_CBR NODE-11 UES ENB-7 SWITCH-6 1001168 1001168
2 0 CBR Appl_CER NODE-11 UES SWITCH-6 GNB-8 1001168 1001168
E 0 CBR Appl_CBR NODE-11 UES NODE-11 ROUTER-10 1002326 1002336
3 0 CBR Appl_CER NODE-11 UES ROUTER-10 UPF-1 1002336 1002336
3 0 CBR Appl_CBR NODE-11 UES UPF-1 SWITCH-4. 1002336 1002336
3 0/CBR Appl_CBR NODE-11 UE-S SWITCH-4 ENB-7 1002336 1002336
2 0 CBR Appl_CBR NODE-11 UES GNB-8 UE-9 1001168 1001168
3 0/CBR Appl_CBR NODE-11 UE-S ENB-7 UE-S 1002336 1002336
3 0 CBR Appl_CBR NODE-11 UE-9 ENB-7 UE-9 1002336 1002336
4] 0/CBR Appl_CBR NODE-11 UE-9 NODE-11 ROUTER-10 1003504 1003504
a 0 CBR Appl_CBR NODE-11 UE-9 ROUTER-10 UPF-1 1003504 1003504
4] 0/CBR Appl_CBR NODE-11 UE-9 UPF-1 SWITCH-4. 1003504 1003504
a 0 CBR Appl_CBR NODE-11 UE9 SWITCH-4 ENB-7 1003504 1003504
4 0/CBR Appl_CBR NODE-11 UE-S ENB-7 SWITCH-6 1003504 1003504
a 0 CBR Appl_CBR NODE-11 UES SWITCH-6 GNB-8 1003504 1003504
4 0/CBR Appl_CBR NODE-11 UES GNB-8 UE-S 1003504 1003504

Figure 3-48: Packet flow can be analyzed using the Packet Trace

3.17.4 Option 7a

Consider the following network scenario:
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Figure 3-49: NSA deployment - Option 7a networking mode in NetSim

All the devices have the default properties, application start time was set to 1s and scenario is

simulated for 10s.

The packet flow in the network takes place as explained below:

1.

The MN, eNB will send broadcast the RRC_MIB packets to the UE every 40 ms and
RRC_SIB1 every 80 ms.

After the transmission of the RRC_MIB and RRC_SIB1 packets, the eNB will send
RRC_SI packet to the UE.

After reception of RRC_SI packet, UE will send RRC_Setup_Request to the eNB.

On receiving the RRC_Setup_Request packet, the eNB will acknowledge the request by
transmitting RRC_Setup packet to the UE.

The UE will send back the RRC_Setup Complete packet on the receipt of RRC_Setup
message.

The eNB will send INITIAL_UE_MSG_AND_REGISTRATION_REQUEST to the AMF via
L2Switch_5 through the N1_N2 interface.

7. AMF will send CREATE_SESSION_REQUEST to SMF through N11 interface.

10.
11.
12.

13.
14.
15.

SMF will send PFCP_SESSION_REQUEST to UPF through N4 interface.

UPF will send back the response packet to SMF, i.e, PFCP_SESSION_RESPONSE
SMF will send back the response packet to AMF, i.e., CREATE_SESSION_RESPONSE.
AMF will send the INITIAL_CONTEXT_SETUP_REQUEST to the eNB via Switch_5.

On the receipt of Context setup request, eNB will send
INITIAL_CONTEXT_SETUP_RESPONSE_REGISTRATION_COMPLETE packet to the
AMF via switch_5 through the N1_N2 interface.

This marks the completion of UE registration process.

After the UE registration, the MN node will send

DC_SEC_CELL_ADDITION_REQUEST to the SN via the Switch_4.
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16. On the receipt of this secondary cell addition request, the SN sends back the response
packet, i.e. DC_SEC_CELL_ADDITION_RESPONSE.

17. The UE will now send the UE_MEASUREMENT_REPORT every 120 ms to the MN which
contains the SNR information. The time interval at which the measurement report is to be
transmitted can be set by the user in the eNB/ gNB properties-> Interface_ LTE/ 5G_RAN
-> Datalink Layer.

18. After the UE attachment procedure, the data packets will be transmitted from the server
to the UE based on the splitting algorithm.

19. As per the current splitting algorithm in NetSim, the first data packet will be transmitted to
the UPF through the N6 interface and from the UPF it goes to the MN, eNB via Switch_4
through the N3 interface, and from the eNB it will be transmitted to the UE through the LTE
interface.

20. The second data packet will flow from UPF to the gNB via Switch_4 and then from gNB to
the UE.

21. Similarly, the third packet will flow through the MN, fourth through the SN and so on.

Packet flow can be analyzed using the Packet Trace log file as shown below:

A 8 ¢ D 3 F G H ! ] K =
PACKET_ID ~ |SEGMENT_ID| ~ | PACKET_TYPE| ~ | CONTROL_PACKET_TYPE/APP_NAME|-¥| SOURCE_ID|~ | DESTINATION_ID|~| TRANSMITTER_ID| ~ | RECEIVER_ID|~ | APP_LAYER_ARRIVAL TIME(US)|~| TRX_LAYER_ARRIVAL TIME(US)|~ |NW_LAYER ARRIVA
1 0 cBR Appl_CBR NODE-11 UE9 NODE-11 ROUTER-10 1000000 1000000
1 o/car App1_CBR NODE-11 UE-9 ROUTER-10 UPF-1 1000000 1000000
1 0 CBR Appl_CBR NODE-11 UE-9 UPF-1 SWITCH-4 1000000 1000000
1 0|CBR Appl_CBR NODE-11 UE-9 SWITCH-4 ENB-7 1000000 1000000
2 0 CBR Appl_CBR NODE-11 UE-9 NODE-11 ROUTER-10 1001168 1001168
2 0|car Appl CBR NODE-11 UE-3 ROUTER-10 UPF-1 1001168 1001168
1 0 cBR Appl_CBR NODE-11 UE9 ENB-7 UE3 1000000 1000000
1 o|car Appl_CBR NODE-11 UE-9 ENB-7 UE-3 1000000 1000000
2 0cBR Appl_CBR NODE-11 UE9 UPF-1 SWITCH-4 1001168 1001168
2 o/car Appl_CBR NODE-11 UE-9 SWITCH-4 GNB-8 1001168 1001168
3 0 cBR Appl_CBR NODE-11 UE9 NODE-11 ROUTER-10 1002336 1002336
3 o/car App1_CBR NODE-11 UE-9 ROUTER-10 UPF-1 1002336 1002336
E] 0 CBR Appl_CBR NODE-11 UE-9 UPF-1 SWITCH-4 1002336 1002236
El 0|CBR Appl_CBR NODE-11 UE-9 SWITCH-4 ENB-7 1002336 1002236
2 0 ¢BR Appl CBR NODE-11 UE-S GNB-8 UE3 1001168 1001168
3 0|car Appl CBR NODE-11 UE-3 ENB-7 UE-3 1002336 1002336
3 0 cBR Appl_CBR NODE-11 UE9 ENB-7 UE3 1002336 1002336
a4 o|car Appl_CBR NODE-11 UE-9 NODE-11 ROUTER-10 1003504 1003504,
a 0cBR Appl_CBR NODE-11 UE9 ROUTER-10 UPF-1 1003504 1003504
4 o/car Appl_CBR NODE-11 UE-9 UPF-1 SWITCH-4 1003504 1003504,
a 0 cBR Appl_CBR NODE-11 UE9 SWITCH-4 GNB-8 1003504 1003504
5 o/car App1_CBR NODE-11 UE-9 NODE-11 ROUTER-10 1004672 1004672
5 0 CBR Appl_CBR NODE-11 UE-9 ROUTER-10 UPF-1 1004672 1004672
5 0|CBR Appl_CBR NODE-11 UE-9 UPF-1 SWITCH-4 1004672 1004672
5 0 ¢BR Appl CBR NODE-11 UE-S SWITCH-4 ENB-7 1004672 1004672
6 0|car Appl_CBR NODE-11 UE-3 NODE-11 ROUTER-10 1005840 1005840
a 0 cBR Appl_CBR NODE-11 UE9 GNB-8 UE3 1003504 1003504
6 o|car Appl_CBR NODE-11 UE-9 ROUTER-10 UPF-1 1005840 1005840
& R Anm1_cRR NODE11 e upE SwiTcHa 1005220 100520 k2
Packet Trace | Pivot Table(TX-RX) | Pivot Table(Custom) @ « 3

Figure 3-50: Packet flow can be analyzed using the Packet Trace

3.18 Handover

3.18.1 Use of SNR instead of RSRP

NetSim is a packet-level simulator for simulating the performance of end-to-end applications
over various packet transport technologies. NetSim can scale to simulating networks with 100s
of UEs, gNBs, routers, switches, etc. In order to achieve a scalable simulation, that can execute
in reasonable time on desktop-level computers, many details of the physical layer techniques

have been abstracted.
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In 5G, NetSim does not model control channels; there are no pilots/reference/synchronization
signals. The channel matrix H is assumed to be known perfectly and instantaneously at the
transmitter and receiver, respectively. Hence there is no RSRP, and all signal power related
calculations are done using the data channel itself. Therefore, the hand-over is based on the
SNR measured at the s-gNB and the t-gNB. Since the noise power would be the same at s-

gNB and t-gNB, in effect the handover is based on received signal level on the PDSCH.
3.18.2 Handover algorithm

The handover logic of NetSim 5G library is based on the Strongest Adjacent Cell Handover
Algorithm (Ref: Handover within 3GPP LTE: Design Principles and Performance. Konstantinos
Dimou. Ericcson Research). The algorithm enables each UE to connect to that gNB which
provides the highest SNR. Therefore, a handover occurs the moment a better gNB - adjacent
cell has offset stronger RSRP (measured as SNR in NetSim) - is detected. If there is more
than one gNB with offset higher signal strength, then the gNB with the highest signal strength
becomes the target gNB. If carrier aggregation and MIMO is enabled then the SNR is averaged

over all carriers and over all layers.

This algorithm is similar to 38.331, 5.5.4.4 Event A3 wherein Neighbor cell's RSRP becomes
Offset better than serving cel’'s RSRP. Note that in NetSim report-type is periodical and
not eventTrigerred since NetSim is a discrete event simulator and not a continuous time
simulator. Therefore, the signal strength comparisons between source-gNB and all other gNBs

is done every time a UE Measurement report is received at the source gNB. Note that:

e The signal strength compared is the average of all layers across all carriers.
¢ NetSim assumes that admission control during handover is always successful. Hence

there are no handover failures on this count.
3.18.3 Ping pong handovers

The above algorithm is susceptible to ping-pong handovers; continuous handovers between
the serving and adjacent cells on account of changes in SNR due mobility and shadow-fading.
At one instant the adjacent cell's SNR could be higher and the very next it could be the original

serving cell's RSRP, and so on. To solve this problem the algorithm uses:

e Hysteresis (Hand-over-margin, HOM) which adds a SNR threshold (Adjacent_cell SNR -
Serving_cell_SNR > Hand-over-margin or hysteresis), and

e Time-to-trigger (TTT) or hysterisis which adds a time threshold.

This HOM is part of NetSim implementation while TTT can be implemented as a custom project

in NetSim.

© TETCOS LLP. All rights reserved Page 133 of 234



Ver 14.0

Users may also be interested in measuring Ping pong handovers. For this, users should log
the gNB to which the UE is attached. Users can then simulate scenarios where UE would
attach to gNB1 then to gNB2, back to gNB1, again to gNB2 ... and so on, within a short time
frame. Ping pong handovers can then be calculated per some (user-defined) criteria. Such
scenarios can be simulated by enabling shadow-fading and fading-and-beamforming (fast
fading). These phenomena would cause SINR to fluctuate over short distances and even over

time at the same location.

Custom coding is required to log the "attached gNB" for each UE. NetSim radio measurements
workspace (available in file-exchange/ GitHub) can serve as the base for this development

effort.
3.18.4 Packet flow during handover

NetSim implements those aspects of the 5G handover procedure that directly affects network
performance. Other aspects of the handover, for example security, are either not implemented
or abstracted since they do not affect network performance. Handovers can occur in
RRC_CONNECTED (during active Tx or Rx) or in RRC_IDLE states (no Tx or Rx).

UE Serving gNB Target gNB AMF SMF

UE Measurement Report

Handover Request

Handover Request Ack

Handover Command
«+ Path Switch

>

Modify Bearer Request

Modify Bearer Response

Path Switch Ack

Context Release

Context Release Ack

>

Figure 3-51: Control packet flow in the 5G handover process

The packet flow (which can be observed from the packet trace) is as follows:

1. Once the UE connection and association procedures are completed, the UE sends a
UE_MEASUREMENT_REPORT every UE_Measurement_Report_Interval to the
connected gNB. UE_Measurement_Report_Interval is by default set as 120ms in NetSim

and is a user configurable parameter.
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2. At some time, neighbor cell RSRP (measured as SNR in NetSim) becomes offset higher
than serving cell RSRP.

3. Immediately after receiving the next UE_MEASUREMENT_REPORT, source gNB (also
sometimes called serving gNB) sends a HANDOVER REQUEST to the target (neighbor)
gNB. This packet is sent through the Xn interface via a 5G-Core Switch. All the links in the
5G Core are by default 10 Gbps.

4. The Target gNB sends back HANDOVER REQUEST ACK to serving gNB, again via the
Xn interface. If the HANDOVER REQUEST or the HANDOVER REQUEST ACK are
errored then if the target gNB signal strength continues to be offset higher than source
gNB signal strength, step 1 is repeated at the next UE_ MEASUREMENT_REPORT.

5. After receiving HANDOVER REQUEST ACK the serving gNB sends the HANDOVER
COMMAND to UE.

6. Then HANDOVER COMMAND packet is send by source gNB to the UE.

7. The target gNB then sends RRC Reconfiguration msg to UE. If UE is in RRC Connected
mode than the target gNB is assigned as new source gNB for the UE.

8. The target gNB will send the PATH SWITCH packet to the AMF through the N1-N2
interface (via a core switch).

9. When the AMF receives the PATH SWITCH packet, it sends MODIFY BEARER
REQUEST to the SMF. This is over the N11 interface.

10. The SMF on receiving the MODIFY BEARER REQUEST sends back the MODIFY
BEARER RESPONSE to the AMF.

11. On receiving the MODIFY BEARER RESPONSE from the SMF, AMF acknowledges the
Path switch request sent by the target gNB by sending the PATH SWITCH ACK packet
back to the target gNB. This is over the N1-N2 interface, via a 5GC switch.

12. The target gNB the sends a UE CONTEXT RELEASE to source gNB, and the source gNB
sends back UE CONTEXT RELEASE ACK to target gNB. The context release request and
ack packets are sent between the source and target gNB via the Xn interface.

13. Then RRC Reconfiguration takes place between target gNB and UE.

14. UE starts sending the UE MEASUREMENT REPORT to the new source gNB
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v | MAC_LAYER ARRIVAL TIME(US) | | PHY_LAYER_ARF

0/N/A Control_packet RRC_MIB GNB-7 Broadcast-0 GNB-7

0 N/A Control_Packet RRC_SIB1 GNB-8 Broadcast-0 GNB-8
o/N/A Control_Packet RRC_SIB1 GNB-8 Broadcast-0 GNB-8

0 N/A Control_Packet RRC_MIB GNB-8 Broadcast-0 GNB-8
0/N/A Control_Packet RRC_MIB GNB-8 Broadcast-0 GNB-8

0 N/A Control_Packet UE_MEASUREMENT REPORT UE-9 GNB-7 UE-9
0/N/A Control_Packet |UE_MEASUREMENT_REPORT UE-10 GNB-8 UE-10

0 N/A Control_Packet HANDOVER_REQUEST GNB-7 GNB-8 GNB-7
0/N/A Control_Packet 'HANDOVER_REQUEST GNB-7 GNB-8 SWITCH-6
0 N/A Control_Packet HANDOVER_REQUEST_ACK GNB-8 GNB-7 GNB-8
0/N/A Control_Packet [HANDOVER_REQUEST_ACK GNE-8 GNB-7 SWITCH-6
0 N/A Control_Packet HANDOVER_COMMAND GNB-7 UE-9 GNB-7

[ 0/ Control_Packet |PATH_SWITCH GNB-8 AMF-3 GNB-8

o 0 Control_Packet PATH_SWITCH GNB-8 AMF-3 SWITCH-5
[ 0 Control_Packet MODIFY_BEARER_REQUEST AMF-3 SMF-2 AMF-3

[ 0 Control_Packet MODIFY_BEARER RESPONSE SMEF-2 AMF-3 SMF-2

0 0 Control_Packet |PATH_SWICTH_ACK AMF-3 GNB-8 AMF-3

[ 0 Control_Packet PATH_SWICTH_ACK AMF-2 GNB-8 SWITCH-5
0/N/A Control_Packet [UE_CONTEXT RELEASE GNB-8 GNB-7 GNB-8

0 N/A Control_Packet UE_CONTEXT_RELEASE GNB-8 GNB-7 SWITCH-6
0/N/A Control_Packet UE_CONTEXT_RELEASE_ACK GNB-7 GNB-8 GNB-7

0 N/A Control_Packet UE_CONTEXT RELEASE ACK GNB-7 GNB-8 SWITCH-6
0/N/A Control_Packet |RRC_RECONFIGURATION GNB-8 UE-9 GNB-8

0 N/A Control_Packet UE_MEASUREMENT_REPORT UE-10 GNB-8 UE-10
0/N/A Control_Packet UE_MEASUREMENT REPORT UE-9 GNB-8 UE-9

UE-10
UE-9
UE-10
UE-9
UE-10
GNB-7
GNB-8
SWITCH-6
GNB-8
SWITCH-6
GNE-7
UE-9
SWITCH-5

AMF-3
SWITCH-5
GNB-2
SWITCH-6
GNB-7
SWITCH-6
GNB-8
UE-9
GNE-8
GNB-8

N/A
N/A
N/A
N/A
N/A
NfA
N/A

N/A

N/A
N/A
N/A

18600999
18600999
18601027.88
18601027.88

18602999

18602999
18603035.24.
18603053.36
1860307148
1860307148
18603111.88
1860311188
18602140.76.
18603140.76

18560000
18560000
18560000
18560000
18560000
18600000
18600000
18600999
18600999
18601027.88
18601027.88
18601056.76
18602999
18602999
18603035.24.
18603053.36
1860307148
1860307148
18603111.88
18603111.88
18603140.76.
18603140.76
18602999
18720000
18720000

Figure 3-52: Screen shot of NetSim packet trace file showing the control packets involved in handover.

Some columns have been hidden before the last column.

3.18.5 Handover Interruption Time

During this period the UE can neither transmit nor receive user data. Handover Interruption

time can be configured in the Datalink layer properties of the gNB as shown below

El Macro cell gNB Omni Ant._9 Properties

AN O B

o

RLC Poll Byte kB25 A

RLC Poll PDU o4 -

RLC Max Retx Threshold | t1 hd
4 HARQ

HARQ Mode TRUE v

Max HARQ Process Co... 16 ~

Max CBG Per TB s -

HARQ Retry Limit 4 v
4 Handover

Handover Interruption... 0

Handover Margin (dB) 3

Time-to-Trigger (ms) 3

Figure 3-53: Screen shot showing handover interruption time in gNB properties

The value can range from 0.0 to 500.0 milliseconds. The handover process in NetSim is based

on event A3 i.e., the target signal strength is offset (3 dB) higher than the source signal
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strength. Handover interruption time (HIT) is added at the time of handover command is
delivered to the UE. During this time there is no data plane traffic flow to the UE from the
source/target. The time at which the path switch is sent from the target cell to the AMF will get

delayed by the Handover interruption time. This can be observed in the packet trace log file.
3.18.6 Time-to-Trigger

Cellular networks can suffer from Ping-pong (or rapid) handovers. In such handovers one
successful handover is followed by a handover back to the original cell within short rapid
handover time, Try, €.9., within 3 seconds. Both handovers could potentially have been saved.
Equivalently, if a successful handover is followed by another successful handover to a third
cell within Try, one could a single handover directly to this third cell would have served the

purpose.

In the current version of NetSim, A3 based handover event is triggered the instant received

SNR (on the downlink in the SSB) from target gNB, SNR! 922

UBisseiS Offset, A, higher than received

signal strength (on the downlink in the SSB) from serving gNB SNRZ;‘?&I;). This offset, A, is

also known as the Hand Over Margin (HOM). Thus, A3 event is triggered when, in dB scale,

t—-gNB S—gNB
SNRUE(SSB) (t) — SNRUE(SSB)(t) =A (D)

where t is a discrete time instant.

Given the way NetSim measures power, SNR is used to account for differences in the

bandwidth between serving and target gNBs. If their bandwidths are equal, then, in dB scale

t—gNB S—gNB _ t—gNB s—gNB
SNRUE(SSB)(t) - SNRUE(SSB) (6) = RSRPUE(SSB)(t) - RSRPUE(SSB) ®)

In NetSim, SSB power between all UE-gNB pairs are computed.

a. when a measurement report is sent, which is every measurement interval Ty, (default 120

ms), and

b. at every mobility event i.e., whenever a UE moves. Recall here that in NetSim mobility is
discretised over instants of time and movement is not continuous over time i.e., a UE
moves to (x;,y;) at time t;, remains at (x;,y;) till just before time t,, and then instantly

moves to (x,,y,) at t,.

Hence, the A3 trigger occurs at the instant power levels at t-gNB and s-gNB satisfy (1). This

could occur at a measurement report event or at a mobility event.

By definition of time to trigger, Trrr, @ handover event should only be triggered if (1) holds true

for a duration equal to Trrr .
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Since NetSim is a discrete event simulator its internal virtual clock progresses (virtual) time at
events. Therefore, NetSim cannot check for (1) continuously over time. The test of whether (1)
would continue to hold true can only be carried out at subsequent measurement report events

and mobility events.

TTT condition will be successfully met only if powers from t-gNB and s-gNB meet condition (1)
at all mobility and measurements events within the TTT period. If condition (1) fails to hold at

any event during TTT, then TTT condition will have failed. The A3 trigger will be removed.

t-gNB
UE(SSB)’

s—gNB

or SNRUE(SSB)

NetSim does not (recursively) average, or filter, SNR within the Tprr

window and (1) is evaluated on instantaneous powers at all events.
NetSim Time-to-trigger variable
a. is global scope; it remains the constant across the network, and

b. can be set by the user in the rage [0 ms, 5120 ms] as defined in the standards.

Algorithm

1. When A3 condition is met AddTrigger event is added

2. Check (1) at all measurement report events and mobility events.

3. Ifatany event (1) doesn’t hold remove the AddTrigger event

4. Else,if (1) holds at all events within the TTT, initiate H/O trigger upon expiry of TTT interval.

— Handover Interruption time

SNR(B)] . Connected to gNB1 ¥ Connected to gNB2

at UE

A (Offset)

‘e ——— A e

Figure 3-54: We see the SNR variation with time measured by UE from gNB1 (black) and gNB2 (blue).
Time to trigger starts the instant SNRJy "> — SNRJx"* > A. Once this condition holds for a duration
equal to time-to-trigger, handover is initiated. Users can also configure a handover interruption time

during which the UE is not connected to either gNB. Post this the UE gets associated with gNB2.
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3.18.6.1 Assumptions and limitations

1.

Time to trigger (Trr7) will be implemented for 5G Standalone (SA) mode. Non-stand alone
(NSA) mode will not support Trrr

NetSim assumes non failure of:
a. Measurement reports
b. Handover messages

Handovers are always successful. There are no handover failures on account of admission
control at t-gNB.

In NetSim, UEs can be handed over to gNBs of different frequencies as long as (1) is met.
There is no difference in handover functionality when the t-gNB and s-gNb operate in (i)
the same frequency (say s-gNb and t-gNB in C-band) and (ii) different frequencies (say s-
gNB in C-band and t-gNB in mmWave).

Time-to-trigger implementation is based on Rel 15. Enhancements added in Rel 16
namely (i) Dual active protocol stack (DAPS) and (ii) Conditional handovers, are not yet

supported in NetSim.

3.18.6.2 Algorithm for implementation in NetSim

e Each gNB maintains a matrix named as the Conditional HO TTT Matrix
e The rows are the associated UEs, and the columns are all other gNBs in the scenario

o Whenever a UE; associates with a gNB

o Initialize all the matrix entries for all j (i.e., for all gNBs) for the given row i as follows

IT]

mggerto -1 for all j // #define TTT _not_set = -1

e Whenever a measurement report from an associated UE; is received

o Ifthe condition (SNRJ s,y — SNRy % > A)is met
= If matrix entry th;igger is currently -1, then // i is fixed

— Update the matrix entry, = Teyrrent» Where Tyyrens 1S CUrrENt simulation

j
Ttrigger
time
» Else (matrix entry is not -1)

— W Teurrent = Trigger 2 TTT

¢ Initiate handover procedure

o Else
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= If the matrix entry, Tt’;iggeris not -1
— Setitequal to -1
e Whenever a UE; disassociates with a gNB, delete the row i
3.18.6.3 Configuring Time-to-Trigger

The desired TTT value in milliseconds can be configured in the Datalink layer properties of the

gNB as shown below.

¥ Macro cell gNB Omni Ant._9 Properties - m} X

[ \ N @S
N "!"x \ @ ﬂ-o Y

Is NSA Enable FALSE

Selected Option Type

Master Node Type Non_mmWave_Cel
Secondary Node Type mmWave_Cell
> PDCP
> RLC
> HARQ
4 Handover
Handover Interruption Time (ms) 0
Handover Margin (dB) 3
Time-to-Trigger (ms) 3

4 Physical Layer

4 LTENR

Figure 3-55: Time-to-Trigger configuration in gNB/eNB Data Link layer properties
This value is common for all gNBs in a network i.e., TTT parameters is global in scope. Setting

TTT to O is equivalent to disabling Time-to-Trigger.
3.18.6.4 Enabling the TTT Log

The LTENR Handover TTT log can be enabled by clicking on Enable Logs under Configure

Reports option.
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N fic options Help | NetSim Simulation - SG_NR_SA

i Create Scenaric. Ty Set Traffic iiil Configure Reports [ Show/Hide Info
= ¥ Network Performance ] Application Throughput [ Packet Trace All Netwark Packets oG - Reinjected from Emulator  LOG -
E [ Link Throughput [ Event Trace Dispatched to Emulstor  LOG - Not Dispatched to Emulator  LOG M
Enabie Logs Tebuiar Summary Prots Traczs emuiater Logs
0 20 00 50 1800 1800 2000 200 AR HONJ! -
o . . L . L L . "
g
4 Network logs
LTENR Radio Measurem...
g
0 A I f*—\_ b LTENR Resource AlogatL.. 5
A g -
g 6 LTENR Handover TTTLog ¥
Router 7 Wired_Node_8
LTENR Code Block Log
LTENR OLLA Log B
o0 4 Additional Logs
IEEE802.11 Racio Measu. .
2 Swien UPES b1
L [ i
-3 g
e 1EEE 80211 Log @
2 Switch.gNE.S
05%F Log
1500 -
OSPF Helle Log §
TCP Log
2000 -
1 »

Figure 3-56: Enabling the LTENR Handover TTT log

Upon running simulations with this log enabled, a LTENR_TTT_Log.csv file is written and can
be accessed from the results dashboard as shown below:

[3 simulation Results = a X
Link_Metrics
- Application_Metrics [] Detailed View | TCP_Metrics [] Detailed View
Queue_Metrics
Application ID ieatie b1 - e, YT n, e FCSEST NV RS [
TCP_Metrics .
et 1 @ AutoSave [ 5  LENRTTT.Loges ™ £ ¢ & - 0 x
' Metrics
» IP_Forwarding_Table Fle ~Home Insert Pagelayout Formulas Data Review View Help Table Design 2 Comments
UDP Metrics 5 fﬁ X Calibri <~ General ~| [ Conditional Formatting~  FH Insert ~ p E?
> Switch Mac address table ~ P
¢ e B BT U~ AA G2~ % 9 [ FormatasTable - EEDelete Editing | Analyze
Application_Metrics aste . w0 o . . vz
- Pl v A B 50 i Cell Styles ~ [E] Format » Data
LTENR_Cell_Metrics Unda  Clipboard 1 Font & Alignment 5 Number & Styles Cells Analysis | ¥
AL ~ fr  Time (Microseconds) ~
A B C D E F G H J a
< 1 |Time (Mi nds) | ~ |Serving CEII|Z| i UEE Target gNB|z| Trigger Time (Microseco [~ >
Link Metrics Ta 2 161999 GNB_7 UE_9 GNB_8 Not Set -
= = 2 161999 GNE_8 UE_10 GNB_7 Not Set
Link_Metrics | 4 165999 GNB_7 UE 9 GNB_8 Not Set H View
Export Results (xls/.csv) 5 165999 GNB_8 UE 10 GNB_7 Not Set
. LinkID  LinkT| 6 18600999 GNB_7 UE 9 GNB_8 18600999,
Print Results (.html) 7 21242999 GNB_8 UE_10 GNB_7 Not Set
Al NA | g 21242999 GNB_8 UE_9 GNB_7 Not Set
Open Packet Trace
1 NA 9
2 na |10
v Log Files 8 L o = “
9 B " LTENR TTT Log | Pivot Table(Custom) @ i d >
LTENR_TTT_Log.csv ] ]
5 na | Ready T3 Accessibility: Unavailable Average: 10042999 Count:40  Sum: 80343992 H M -——+ 100%
] NA o 3 0 o 0 0
7 NA o 4 0 0 0 0 -
MetSim does not calculate eNB/gNB-UE link throughputs in LTE and 5G. Refer to the LTE NR Cell Metrics
Restors To Original View table available under Network Performance on the top left.

Figure 3-57: Accessing TTT log from NetSim results dashboard

The log file consists of time stamps in Microseconds, the serving cell name, associated UE

name, target cell name, and the trigger time in Microseconds.

Entries to the file are written (i) for initial UE association (will have two entries) (ii) when

handover condition is hit (iii) when UE is handed over (iv) when TTT is reset

© TETCOS LLP. All rights reserved Page 141 of 234



Ver 14.0

For example, upon running the inbuilt 5G-Handover example with TTT set to 2560 milliseconds

(or 2.56 s), we get the following entries in the log file.

Time (Microseconds)| ~ |Serving Cell| ~ | Associated UE| ~ |Target gNB| ~ | Trigger Time (Microseconds)|
161995|GNB_7 UE_9 GMNBE_8 Not Set
161993|GNB_8 UE_10 GMB_7 Not Set
165999 (GNB_7 UE_9 GMB_8 Not Set
165999|GNB_8 UE_10 GMB_7 Not Set
18600999|GNB_7 UE_ 9 GMB_8 18600999
21242999|GMNE_8 UE_10 GMNB_7 Not Set
21242999|GNB_8 UE_ 9 GMNB_7 Not Set

Figure 3-58: TTT log showing entries with handover condition met at 18.6 seconds, and handover at
21.24 seconds.

e From the log file we can see that, around 162 milliseconds, UE 9 gets associated with gNB
7 and UE10 gets associated with gNB 8.

o UE 9is configured with mobility such that it moves away from gNB 7 and towards gNB 8.

e At 18.6 seconds, the handover condition is met for UE 9 with the SNR from gNB 8 greater
than the SNR from gNB 7 by the default margin of 3 dB.

e Trigger Time for UE 9 gNB 8 pair is set to the time at which the condition is met.

e The condition (SNR; sz — SNR; ;{sss, > A) continues to hold,
o Attime 21.24 seconds, UE 9 gets handed over to gNB 8 after a duration greater than or

equal to the TTT (2560000 us) successfully.
3.18.7 Buffer transfer and timers

During handover buffer is transferred from s-gNB to t-gNB, and active timers such as t-poll

retransmit are stopped in the s-gNB.

3.19 LTENR Results, Packet Trace and Plots

Parameter Description \
AppID Application ID
QFI QOS Flow ID
SDAP Entity SDAP Entity
SrcID Source ID
DestID Destination 1D
SrclP:Port Tuple of Source IP and Port Number
DestlIP:Port Tuple of Source IP and Port Number
Packet Tx Total packets transmitted for a QFI
Packet Rx Total packets received for a QFI
Delay Average delay of all received packets within an average window

PER (Packet Error Rate) Packet Error Rate Plot
PDB (Packet Delay Budget) Packet Delay Budget Plot

Table 3-33: LTENR results Packet trace parameter descriptions
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3.19.1 LTE NR Packet trace

The LTE NR packet trace file has in its last column the field LTENR_PACKET _INFO. This field
has information relating to PDCP header and RLC header. The packet trace file can be opened

from results dashboard.

Time(Milliseconds)| ~ | gNB/eNB Name |~ |UE Name| ~ | Di ) vl iated| | CA_ID |~ |Channel|~ |LayerID|~ |Tx_F ~ |LoS State| v | TotalLoss(dB) | * | PathLoss(dB) | ~ | ShadowFadingLoss(dB) ¥ | 021_Loss(dBm) v
EllGNB_? UE_8 250 FALSE 158sB N/A 40 LOS 86.775281 86.775281 N/A 0
Bl‘GNBi7 UE 8 250 FALSE 2 55B N/A 40 LOS 89.476259 89.476259 N/A 0

161 GNB_7 UE 8 250 FALSE 1558 N/A 40 LOS 86.775281 86.775281 N/A 0
161 GNB_7 UE_8 250 FALSE 2 558 N/A 40 LOS 89.476259 89.476259 N/A 0
161 GNB_7 UE 8 250 TRUE 1 PDSCH 1 36.9897 LOS 86.775281 86.775281 N/A 0
161 GNB_7 UE 8 250 TRUE 1 PDSCH 2 36.9897 LOS 86.775281 86.775281 N/A 0
161 GNB_7 UE 8 230 TRUE 1 PUSCH 1 23 Los 86.775281 86.775281 N/A 0
161 GNB_7 UE_8 250 TRUE 1 SSB N/A 40 LOS 86.775281 86.775281 N/A 0
161 GNB_7 UE 8 250 TRUE 2 PDSCH 1 36.9897 LOS 89.476259 89.476259 N/A 0
161 GNB_7 UE 8 250, TRUE 2 PDSCH 2 36.9897 LOS 89.476259 89.476259 N/A 0
161 GNB_7 UE_8 250 TRUE 2 558 N/A 40 LOS 89.476259 89.476259 N/A 0
161 GNB_7 UE 8 250 TRUE 1 PDSCH 1 36.9897 LOS 86.775281 86.775281 N/A 0
161 GNB_7 UE 8 250 TRUE 1 PDSCH 2 36.9897 LOS 86.775281 86.775281 N/A 0
161 GNB_7 UE_8 250 TRUE 1 PUSCH 1 23 Los 86.775281 86.775281 N/A 0
161 GNB_7 UE 8 250 TRUE 2 PDSCH 1 36.9897 LOS 89.476259 89.476259 NJA 0
161/GNB_7 UE 8 250 TRUE 2 PDSCH 2 36.9897 LOS 89.476259 89.476259 N/A 0
161 GNB_7 UE 8 250 TRUE 1 PDSCH 1 36.9897 LOS 86.775281 86.775281 N/A 0
161 GNB_7 UE_8 250 TRUE 1 PDSCH 2 36.9897 LOS 86.775281 86.775281 N/A 0
161 GNB_7 UE 8 250 TRUE 1 PUSCH 1 23 L0S 86.775281 86.775281 N/A 0
161 GNB_7 UE S 250, TRUE 2 PDSCH 1 36.9897 LOS 89.476259 89.476259 N/A 0
161 GNB_7 UE_8 230 TRUE 2 PDSCH 2 36.9897 LOS 89.476259 89.476259 N/A 0
162/ GNB_7 UE 8 250 TRUE 1 PDSCH 1 36.9897 LOS 86.775281 86.775281 NJA 0
162 GNB_7 UE 8 250 TRUE 1 PDSCH 2 36.9897 LOS 86.775281 86.775281 N/A 0

Figure 3-59: LTE NR Packet Trace. Depending on Excel settings in some cases the entire header may
not be displayed. User can do Ctrl + A (Select All) -> Right Click -> Format Cells -> Alignment -> Wrap
Text to view the complete header.

3.19.2 PDCP and RLC Headers logged in Packet Trace

The PDCP and RLC header fields are logged in the LTENR_PACKET_INFO field of NetSim’s

packet trace.
The PDCP header fields are:

= D/C field termed as dCBit in NetSim. This is O for control PDU and 1 for Data PDU

= SN field termed SN in NetSim. This provides the sequence number of the PDCP PDU
The RLC header fields are:

= Header Type: If the packet is TMD, UMD or AMD PDU

= Segment Information (SI) field: The meaning of each possible Sl field value is defined in
the table below Table 3-34.

Value Description

SI=ALL Data field contains all bytes of RLC SDU

SI=FIRST Data field contains first segment of an RLC SDU

SI=LAST Data field contains last segment of an RLC SDU

SI=MIDDLE @ Data field contains neither the first nor the last segment of RLC SDU

Table 3-34: RLC header fields

= SN: The SN field indicates the sequence number of the corresponding RLC SDU. For
RLC AM, the sequence number is incremented by one for every RLC SDU. For RLC UM,
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the sequence number is incremented by one for every segmented RLC SDU. RLC
service data units (SDUs) coming from the upper layer are segmented or concatenated
to RLC protocol data units (PDUs) which has a predefined size. Each PDU is assigned
its own sequence number (SN). RLC AM on receiver side will reassemble these PDUs

into SDUs using the sequence number.

= SO: The SO field indicates the position of the RLC SDU segment in bytes within the
original RLC SDU. Specifically, the SO field indicates the position within the original RLC
SDU to which the first byte of the RLC SDU segment in the Data field corresponds.

= Pollbit: The P field indicates whether or not the transmitting side of an AM RLC entity
requests a STATUS report from its peer AM RLC entity. O indicates that the Status report

is not requested, while 1 indicates that the Status report is requested.
3.19.3LTENR Event Trace
3.19.3.1 Sub event types
1. LTENR StartFrame
= Downlink and uplink transmissions are organized into frames.

= There is one set of frames in the uplink and one set of frames in the downlink on a

carrier.
= This event is triggered when a frame is formed.
= As frame length is 10ms, the event gets triggered every 10ms.
(LTENR->LTENR_Phy.c-> LTENR_addStartFrameEvent() )
2. LTENR_Start_Subframe
= Each frame consists of 10 subframes.
= Event gets triggered every 1 ms
(LTENR->LTENR_Phy.c-> LTENR_addStartSubFrameEvent ())
3. LTENR_StartSlot
= Sub frames are divided into slots.

= Slot size depends on Numerology (U)
= Event gets triggered every Ziu ms

(LTENR->LTENR_Phy.c-> LTENR_addStartSlotEvent ())

4. LTENR_Generate_ RRC_MIB
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= The timer event triggered every 80ms to generate and broadcast MIB packets from
gNBs to all UEs.

(LTE-NR->LTENR_GNBRRC.c->fn_NetSim_LTENR_GNBRRC_GenerateMIB())
5. LTENR_Generate_ RRC_SIB1

= The timer event triggered every 160ms to generate and broadcast SIB1 packets from
gNB to all UEs.

(LTE-NR-> LTENR_GNBRRC.c-> fn_NetSim_LTENR_GNBRRC_GenerateSIB1())
6. LTENR Generate_ RRC_SI

= Timer event triggered when the selected gNB broadcasts RRC_SI packets to all the
UEs.

= This event is triggered only once, at 160.9ms, during the initial attachment process.
(LTE-NR->LTENR_GNBRRC.c->fn_NETSIM_LTENR_SUBEVENT_GENERATE_SI())
7. LTENR Generate RRC_ Setup Request
= Triggered when RRC setup request gets transmitted by UE to connected gNB
8. LTENR_RRC_T300
= The timer event triggered when RRC_Setup_Request is sent by UE to gNB.
= The timer T300 stops when the RRC_setup message is received by the UE
(LTENR->LTEGNBRRC.c->LTENR_RRC_START_T300()
and LTENR_RRC_STOP_T300() (line #1290))
9. LTENR_Generate_ RRC_Setup
= Event triggered when RRC_Setup message is sent by the selected gNB to the UE.

= The RRC_Setup message is generated to establish the RRC connection between the
UE and the gNB.

(LTENR->LTEGNBRRC.c->fn_NetSIM_LTENR_RRC_GENERATE_RRCSETUP())
10. LTENR Generate RRC_Setup_Complete
= Timer event triggered during the successful establishment of RRC connection.
11. LTENR Generate_ RRC_UE_Measurement_Report_Request

= Timer event triggered every 120ms, when the gNB sends measurement report request
to UE.
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12.LTENR Generate RRC_UE_Mesurement_Report

= Timer event triggered when UE sends measurement report to the serving gNB which

contains SINR information from all the gNBs.

= Triggered at 240ms after RRC connection establishment and then triggered every
120ms.

13. PDCP_DiscardTimer

= When the discardTimer expires for a PDCP SDU, or the successful delivery of a PDCP
SDU is confirmed by PDCP status report, the transmitting PDCP entity shall discard
the PDCP SDU along with the corresponding PDCP Data PDU

= Discarding a PDCP SDU already associated with a PDCP SN causes a SN gap in the
transmitted PDCP Data PDUs, which increases PDCP reordering delay in the receiving
PDCP entity.

(LTENR->LTENR_PDCP.c-LTENR_PDCP_START _DISCARD_TIMER ())
14. LTENR Generate_ NAS_Handover_Request

= Timer event triggered when the initial Handover_Request is sent by the serving gNB.
The handover request is triggered when the SNR from target gNB exceeds the serving
gNB by a margin of 3db.

15. Handover_Request Ack

= Timer event triggered when the target gNB receives handover request from the serving

gNB and sends back an acknowledgement for the handover request.
16. Handover_Request_ Command

= Triggered when gNB sends Handover Command to UE after receipt of Handover
Request Ack

17. Handover_Request_Command_Handle

= Event triggered when UE dissociates from interface of serving gNB and associates with

interface of target gNB during a handover.

= Functions like Findinterface(), pathswitch() and RRC_Reconfiguration() are called in

this function

(LTENR->LTENR_NAS.c-
>fn_NetSim_LTENR_NAS_GENERATE_HANDOVER_COMMAND_HANDLE())

18. Path_Switch
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= Triggered when the target gNB sends the pathswitch packet to the EPC in order to
transfer the data path from serving gNB to target gNB.
19. Path_Switch_Ack

= Triggered when EPC sends acknowledgement to the target gNB on the receipt of the

path-switch request.
20. UE_Context_Release
= Event triggered after successful handover procedure.
= Triggered when target gNB sends context release packet to the serving gNB
21. UE_Context_Release Ack

= Triggered when acknowledgement is provided by serving gNB to the target gNB on
receipt of context release packet.

3.20 Radio measurements log file

NetSim LTENR Radio measurements csv log file records pathloss, shadow fading loss,

received power, SNR, Interference Power, SINR, MCS, CQI, and Beamforming gain.

The LTENR Radio measurement log can be enabled by clicking on icon present in the tool bar

as shown below.

s[5 Show/Mide Info

[ Application Throughput | [ PacketTrace | All Network Packets | LOG ~  Reinjected from Emulstor | LOG

[ Link Throughput [ Event Trace Dispatched to Emulator | LOG = Mot Dispatched to Emulator | LOG

Enadie Logs Tabutar Summary Prots Traces Emuiator Logs

o 50 100 150 200 250
L ' L L L

Syun

TENR OLLA Log

> Additional Logs

susnenddy

Figure 3-60: Enabling LTENR Radio Measurement logs

The LTENR_Radio_Measurement_Log.csv file will contain the following information:

e Time in Milliseconds
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gNB/eNB Name

UE Name

Distance between the gNB/eNB and the UE in meters
Association Status (True/False)
Carrier ID (CC ID)

Channel Type (PDSCH/PUSCH/SSB)
MIMO Layer ID

Transmitter Power in dBm

LoS State

Total Loss in dB

Pathloss in dB

Shadow Fading Loss in dB

Additional loss dB

Received Power in dBm

SNR in dB

SINR in dB

02| (Outdoor to indoor) penetration loss in dBm
Interference Power in dBm
Beamforming gain in dB

CQI Index

MCS Index

Ver 14.0

The log file can be accessed from the Simulations Results Window under the log file drop down

in the left pane.
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> NetSim does not calculate eNB/gNB-UE link throughputs in LTE and 5G. Refer to the LTE NR Cell Metrics
table available under Network Performance on the top left.
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Figure 3-61: LTENR_Radio_Measurement_Log file highlighted in the Results window.

i@ AutoSave LTENR_Radio_Measurements_Log.csv v £ sSearch Nidhi mariswamy * L4 & = o X
File ~ Home MNewTab Insert Pagelayout Formulas Data Review View Developer Add-ins Help Table Design
N2 v fr 0 v
A A B C D E F G H | J K L M N &
1 (ms)|~|gnB/enB Name|~ | UE Name| ~] Di (m) [~ i d[~]cC 1D [~]channel|~]iayer ID[~ ] Tx_Power(dBm) [~ Los state|~ | TotalLoss(dB) ] PathLoss(dB) | shadowFadingLoss{dB) [~ | 021 Loss(d
2 81 GNB_7 UE_8 30 FALSE 15SSB N/A 40 LOS 67.605948 67.605948 N/A
3 81 GNB_7 UE_8 30 FALSE 2 SSB N/A 40 LOS 70.306926 70.306926 N/A
4 161 GNB_7 UE_8 30 FALSE 155B N/A 40 LOS 67.605948 67.605948 N/A
5 161 GNB_7 UE_8 30 FALSE 2 SSB N/A 40 LOS 70.306926 70.306926 N/A
6 161 GNB_7 UE_8 30 TRUE 1 PDSCH 1 36.9897 LOS 67.605948 67.605948 N/A
7 161 GNB_7 UE_8 30 TRUE 1 PDSCH 2 36.9897 LOS 67.605943 67.605948 N/A
8 161 GNB_7 UE_8 30 TRUE 1 PUSCH 1 19.9897 LOS 67.605948 67.605948 N/A
9 161 GNB_7 UE_8 30 TRUE 1 PUSCH 2 19.9897 LOS 67.605948 67.605948 N/A
10 161 GNB_7 UE_8 30 TRUE 15SSB N/A 40 LOS 67.605948 67.605948 N/A
1 161 GNB_7 UE_8 30 TRUE 2 PDSCH 1 36.9897 LOS 70.306926 70.306926 N/A
12 161 GNB_7 UE_8 30 TRUE 2 PDSCH 2 36.9897 LOS 70.306926 70.306926 N/A
13 161 GNB_7 UE_8 30 TRUE 2 SSB N/A 40 LOS 70.306926 70.306926 N/A
14 161 GNB_7 UE_8 30 TRUE 1 PDSCH 1 36.9897 LOS 67.605948 67.605948 N/A
15 161 GNB_7 UE_8 30 TRUE 1 PDSCH 2 36.9897 LOS 67.605948 67.605948 N/A
16 161 GNB_7 UE_8 30 TRUE 1 PUSCH 1 19.9897 LOS 67.605948 67.605948 N/A
17 161 GNB_7 UE_8 30 TRUE 1 PUSCH 2 19.9897 LOS 67.605948 67.605948 N/A
18 161 GNB_7 UE_8 30 TRUE 2 PDSCH 1 36.9897 LOS 70.306926 70.306926 N/A
19 161 GNB_7 UE_8 30 TRUE 2 PDSCH 2 36.9897 LOS 70.306926 70.306926 N/A
20 161 GNB_7 UE_8 30 TRUE 1 PDSCH 1 36.9897 LOS 67.605948 67.605948 N/A
21 161 GNB_7 UE_8 30 TRUE 1 PDSCH 2 36.9897 LOS 67.605948 67.605948 N/A
22 161 GNB_7 UE_8 30 TRUE 1 PUSCH 1 19.9897 LOS 67.605948 67.605948 N/A
23 161 GNB_7 UE_8 30 TRUE 1 PUSCH 2 19.9897 LOS 67.605948 67.605948 N/A
24 161 GNB_7 UE_8 30 TRUE 2 PDSCH 1 36.9897 LOS 70.306926 70.306926 N/A
25 161 GNB_7 UE_8 30 TRUE 2 PDSCH 2 36.9897 LOS 70.306926 70.306926 N/A
26 162 GNB_7 UE_8 30 TRUE 1 PDSCH 1 36.9897 LOS 67.605948 67.605948 N/A
| 27 | 162 GNB_7 UE_8 30 TRUE 1 PDSCH 2 36.9897 LOS 67.605948 67.605948 N/A v
LTENR_Radio_Measurements_Log Pivot Table(Custom) | ® 4 »

Ready T3 Accessibility: Unavailable

i 0 -——— 0%

Figure 3-62: LTENR_Radio_Measurement_Log.csv file

Implementation details and Assumptions:

e The PDSCH channel corresponds to downlink.

e The PUSCH channel corresponds to uplink.

e The SSB channel corresponds to the control channel.

e Parameters associated with PDSCH and PUSCH channels are logged at every slot only

for associated gNB-UE pairs.
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Parameters associated with SSB channel are logged once at initialization and further
during each mobility event.

Initially only SSB channel entries will be found in the log since gNB-UE association takes
time.

Interference is not modelled for uplink.

The SSB control channel transmission is over a single layer. Analog Beamforming gain is
logged for this channel and is used for SSB received power computation.

Interference is not modelled for the SSB channel and hence SINR and Interference Power
parameters are not logged.

The SNR computed for SSB channel is used for control decisions such as Association and
Handover. It is not used to calculate the MCS/CQI Index which is used to determine
PDSCH/PUSCH rate.

3.21 Radio resource allocation log file

NetSim 5G Radio Resource Allocation csv log file records information related to physical
resource block allocation such as the Total PRBs, Slot Start Time(ms), Slot End, BitsPerPRB,
BufferFill, Allocated PRBs, etc.

The LTENR Radio Resource allocation can be enabled by clicking on the icon present in the

tool bar as shown below.

IN] Fie options Help | NetSim Simulation - 5G_NR_SA

X Create Scenario D2 Set Traffic il Configure Reports  [55 Show/Hide Info

&

| Network Performance O Application Throughput ] Packet Trace All Network Dackets LOG - Reinjected from Emulstor | 1OG

[ Link Throughput ] Event Trace. Dispatched to Emulator | LOG - Not Dispatched to Emulstor | LOG

Enavie Logs Tabutar Summary Pots Traces Emuiator Logs

0

50 100 150 200 250
L ' L L L

4 Network logs

LTENR Ragio Measurements Log

TENR Resaurce Arscton (o3 1% |4

CTENR Henover TTT Log
LTENR Cose Bieck Log
LTENR OLLA Log z

> Additional Logs

suonedy

6oy

Figure 3-63: Enabling LTENR Resource Allocation logs

The LTE_Radio_Resource_Allocation.csv file will contain the following information:

gNB ID
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e Component Carrier ID
e SlotID

e Slot

e Total PRBs

e Slot Start Time(ms)
e Slot End Time(ms)
e UEID

e BitsPerPRB

o BufferFill(B)

e Rank

e Allocated PRBs

¢ New Rank

The log file can be accessed from the Simulations Results Window under the log file drop down
in the left pane.

[ simulation Results - x
Link_Metrics
- Application_Metrics [[] Detailed View | TCP_Metrics [] Detailed View
Queus_Metrics
Application 1D Throughput Plot Application Name  Packets Generated  Packets Recei | Source Destination ~ SegmentSent Segment Received  AckSent  AckReceived L
TCP_Metrics
- 1 Application Throughput plot  App1_CBR 950 944 UPE_1 ANY_DEVICE 0 0 0 0 0
PMetrics SMF_2 ANY_DEVICE 0 0 0 0 0
>
P_Forwarding Table AMF3 ANY DEVICE 0 0 0 0 0
UDP Metrics UES ANY_DEVICE 0 0 0 0 0
» Switch Mac address table ROUTER O ANY_DEVICE 0 0 0 0 0
Application_Metrics WIRED_NODE_10  ANY_DEVICE 0 0 ) ) 0
LTENR_Cell_Metrics
v Plots
> Link_Throughput
> Application_Throughput
¢ e >
Link_Metrics [] Detailed View | Queue_Metrics [] Detailed View
Export Results (.xls/.csv) Packets Transmit.. Packets Errored  Packets Collided Deviceid  Port_id Queued_pa.. Dequeued_.. Dropped_p..
Link D Link Throughput Plot
Print Results (.html) Data Control Data Control Data Control
Al NA 3787 10 6 0 0 0 -
1 Link throughput 0 2 0 0 0 0
2 Link throughput 0 2 0 0 0 0
2 Link throughput 946 0 1 0 0 0
Log Files N "
- - ahpl o content in table
LTENR_Radlo_Resoulca_A\Iocatlo;l 4 g o 3 o 0 0 o
5 Link th 95 0 1 0 0 0
6 Link throughput 0 3 0 0 0 0
7 Link throughput 0 0 0 0 0 0 .
< > NetSim does not calculate eNB/gNB-UE link throughputs in LTE and 5G. Refer to the LTE NR Cell Metrics

Restore To Original View table available under Network Performance on the top left.

Figure 3-64: LTENR_Radio_Resource_Allocation_Log file highlighted in the Results window
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Nidhi mariswamy "‘ $ £ = = s

File Home  Insert  Pagelayout  Formulas  Data  Review  View  Help  Table Design U Comments % Share ~

21 A £ 1 v
A B c D E F G H 1 J K L M N o E

1 |gNBID[~|ccID [~|slotiD|~|slot |~ |Total PRBs|~|slot Start Time{ms)| ~ |slot End Time(ms)|~ |UEID |~ |BitsPerPRB| ~ | BufferFill(B)| ~ | Allocated PRBs| ~ |Rank |~ |Past Performance (PF)[~

2 7 1 1 Uplink 25 166 167 8 1408 0 [] 2 0

3 7 2 1 Downlink 52 166 167 8 1408 0 0 2 0

4 7 1 1 Downlink 25 167 168 g 1408 0 ] 2 0

5 7 2 1 Downlink 52 167 168 8 1408 0 0 3 0

6 7 1 1 Uplink 25 168 169 g 1408 0 0 3 0

7 7 2 1 Downlink 52 168 169 8 1408 0 0 4 0

8 7 1 1 Downlink 25 169 170 S 1408 0 0 3 0

9 7 2 1 Downlink 52 169 170 g 1408 0 0 5 0

10 7 1 1 Uplink 25 170 171 8 1408 0 (] a 0

1 7 2 1 Downlink 52 170 171 g 1408 0 0 6 0

12 7 1 1 Downlink 25 171 172 8 1408 0 (] 4 0

13 7 2 1 Downlink 52 171 172 8 1408 0 0 7 0

14 7 1 1 Uplink 25 172 172 g 1408 0 ] 5 0

15 7 2 1 Downlink 52 172 173 8 1408 0 0 3 0

16 7 1 1 Downlink 25 173 174 g 1408 0 0 5 0

17 7 2 1 Downlink 52 173 174 8 1408 0 0 9 0

18 7 1 1 Uplink 25 174 175 S 1408 0 0 6 0

19 7 2 1 Downlink 52 174 175 g 1408 0 0 10 0

20 7 1 1 Downlink 25 175 176 8 1408 0 (] 6 0

21 7 2 1 Downlink 52 175 176 g 1408 0 0 1] 0

22 7 1 1 Uplink 25 176 177 8 1408 0 (] 7 0

23 7 2 1 Downlink 52 176 177 8 1408 0 0 12 0

24 7 1 1 Downlink 25 177 178 g 1408 0 ] 7 0

25 7 2 1 Downlink 52 177 178 8 1408 0 0 13 0

26 7 1 1 Uplink 25 178 179 g 1408 0 0 2 0

27 7 2 1 Downlink 52 178 179 8 1408 0 0 14 0 =

LTENR Radio_Resource Allocation | Pivot Table(Custom) ® o 1 B

Ready T Accessibility: Unavailable

Implementation details and assumptions:

= O -——+ 100%

Figure 3-65: LTENR_Radio_Resource_Allocation_Log.csv file

e In the case of scheduling algorithms such as Max Throughput when all PRB’s are

allocated to one UE, the entries for the other UEs for which allocation did not happen is

not written to the log file.

e Rank is a metric used for resource allocation.

3.22 Handover TTT Log file

NetSim Handover TTT Log records the events that occur during a handover. This contains the

time stamp, serving cell ID, UE ID, target cell ID, and Handover Trigger time (time at which the

handover condition was met) - when the TTT parameter is enabled. The log can be used to

identify handover attempts and the impact of TTT on handovers.

The LTENR Handover TTT Log can be enabled by clicking on the icon present in the tool bar

as shown below.
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N file  Options Help  NetSim Simulation - 5G_NR_S/
o Creats Seensss o Set Talfic Wil Conbigurs Repents [ Show/bide Infe.

¥ Natwork Perlormance [ Appheation Thesughent [ Pact Trace All Network Packets  LOG - Reinjected from Emulator  LOG
H% [ i Thrcughput ] Event Tince Dopatched 1o Emulator  LOG - Net Dispatched 12 Esvulater  LOG
Eramie Logh Tatusar Sameary ey Taces e Lo
] 200 0 00 50 1000 1200 1450 1800 1800 2000 200 28 "N . »
o . . L L s V‘“"v L L s s L g
4 Network logs
LTENR Racie Messusemn
— s . - H
w ¥ A —— LTENR Resource Moot £
5 ¥
4 L. LTENR Hardower TTT g | I
e
LTENR Code Biodk Log
LTENR OLLA Log E
- 4 Additional Logs
IEEEB02.11 Racsn Menss €
EEE 811 Backo Legy &
) 1E8 80211 Log §
LSS
054 L
1500 =
O5PF Heso Leg g
TP Loy
2000

Figure 3-66: Enabling LTENR Handover TTT Log

The LTE_Handover_TTT.csv file will contain the following information:

e Time in microseconds
e Serving cell
e Associated UE
e Target Cell
e Trigger Time in microseconds
The log file can be accessed from the Simulations Results Window under the log file drop down

in the left pane.
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[® Simulation Results = =] P
ek parcrmance | App M o >
Link_Metrics
- Application_Metrics [[] Detailed View | TCP_Metrics W Detailed View
Queue_Metrics
Applicstion D Throughput Plst Application Neme  Packets Genersted  Packets Received  Throughput | Source  Destinat s RemoteAddress SynSent SynAckSent SegmentSent SegmentReceive:
TCP_Metrics
- 1 Application Throughput plot  App1 CBR 500 491 0573488 upF_1 : 00000 0 0 0 ]
1P_Met
-Metne SMF2  ANY_DEVICE 100 00000 0 0 0 0
IP_Forwarding_Table AME3  ANY_DEVICE 1000, 000.0:0 o 0 0 0
UDP Metrics UED  ANYDEVICE 100 00000 0 0 0 0
> switch Mac address table UE10  ANY_DEVICE 10.0.0.2 0.00.0:0 0 0 o o

Application_Metries
LTENR_Cell_Metrics
v Plots
> Link_Throughput
> Application_Throughput

Link_Metrics Ml Detailed View | Queue_Mefrics [ Detailed View
Export Results (xls/.csv) Packsts Transmit.. Packets Emored  Packets Collided Deviceid  Portid Queued pa.. Dequeved_.. Dropped_p.
Link D Link Throughput Plot Bytes Transmitted(bytes)  Paylo
Print Results (-html) Data Control Dsta Control Data Control
Al N4 075 34 5 0 ] 0 2970380 28
P:
Open Packet Trace 1 Link throughput o s t 0 ] 0 1048 0
Link throughput 0 4 [} 0 [ 0 656 0
3 ink_throughput 986 0 o 0 0 0 1479986 14
Log Files
4 Link throughput 0 2 0 0 ] 0 1584 0
LTENR_TTT_Log.csv —
5 Link throughput 0 0 ] 0 ] 0 ] 0 No content i table
[ Link throughput 0 3 0 0 ] 0 570 0
Link throughput L] 4 o 0 0 0 536 0
Link throughput 989 o 5 0 [} (1] 1484450 4
Link throughput 0 5 0 0 ] 0 1014 0

NetSim does not calculate eNB/gNB-UE link throughputs in LTE and 5G. Refer to the LTE NR Cell Metrics table available under
Network Performance on the top left.

Restore To Original View

Figure 3-67: LTENR_TTT_Log.csvV file highlighted in the Results window

Time (Microseconds)| ~ |Serving Cell| ~ | Associated UE| ~ |Target gNB| ~ | Trigger Time (Microseconds)| ~
161999 (GNB_7 UE_ 9 GMNB_8 Not Set
161993|GNE_8 UE_10 GMNB_7 Mot Set
165999 (GNB_7 UE_ 9 GMNB_&8 Not Set
165999(GMNE_B UE_10 GMB_7 MNot Set

18600999 |GNB_7 UE_ 9 GMNB_8 18600999
21242999|GNB_B UE_10 GMB_7 MNot Set
21242999|GNB_38 UE 9 GMNB_7 Not Set

Figure 3-68: LTENR_TTT_Log.csvV file

3.23 Code Block Log file

NetSim Code Block Log Records parameters associated with Code Block segmentation such
as Process ID, TB size, Modulation, Code Rate, CBS, BLER, CBG ID, etc. along with remarks
on events associated with HARQ and PRB allocation. This will be useful to understand BLER
model and Code Block segmentation in 5G.

The LTENR Code Block Log can be enabled by clicking on the icon present in the tool bar as

shown below.
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NI Fie options  Help

X Create Scenario

(@

T2 Set Traffic iiil Configure Reports [ Show/Hide Info

| Network Performance ] Application Throughput | [] PacketTrace | All Network Peckets | LOG Reinjected from Emulstor | LOG

[ Link Throughput [ Event Trace Dispatched to Emulater  LOG Not Dispatched to Emulator | LOG

Enable Logs Tabular Summary Plats Emulator Logs

o 0 100
L '

Ver 14.0

ORI .»
e
&
4 Network logs
[T p—
g
LTENR Resource Allocation Log =
o caaz s 7 ]
ek o oz g
> addionalLogs
=
2
4
@
5

Figure 3-69: Enabling LTENR Code Block Log

The LTE_CodeBlock_Log.csv file will contain the following information:

e Time in milliseconds

e gNB/eNB ID

e gNB/eNB I/F (Interface)
e UEID

e UE I/F (Interface)

e Channel Type (PDSCH/PUSCH)
e Carrier ID (CC ID)

e FrameID

e Subframe ID

e SlotID

e LayerID

e Process ID

e Remarks

e Transport Block Size
e Modulation

e Code Rate

e Code Blocks

¢ SINR

e BLER

e CBGID

© TETCOS LLP. All rights reserved
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The log file can be accessed from the Simulations Results Window under the log file drop down

in the left pane.

[ simulation Results

¥ Network Performance

Link_Metrics
Queue_Metrics
TCP_Metrics
IP_Metrics

Application_Metrics

Application ID

1

> IP_Forwarding_Table

UDP Metrics

> Switch Mac address table

Application_Metrics

LTENR_Cell_Metrics

¥ Plots

> Link_Throughput

> Application_Throughput

Throughput Plot

Application Throughput plot  App1 CBR

Link_Metrics

Export Results (.xIs/.csv)

Print Results (.html)

¥ Log iles

Link ID

All
1
2
3

Application Name

[ Detailed View

Packets Generated  Packets Recei
950 944

[] Detailed View

Packets Transmit.. Packets Errored  Packets Collided

Link Throughput Plot

NA
Link throughput
Link throughput
Link throughput

4
LTENR_CodeBlock_Log.csv I
5

Link

Restore To Original View

6
7

Link th
Link throughput
Link_throughput

Data Control Data
3787 10

© = o = o o o

o
o W o w o NN

0 0

Control Data  Control

o o o o o o o o

© o o © o © o
o o oo o o o o

0

NetSim does not calculate eNB/gNB-UE link throughputs in LTE and 5G. Refer to the LTE NR Cell Metrics

table available under Network Performance on the top left.

- X |

TCP_Metrics
Source Destination
UPF_1 ANY_DEVICE
SME_2 ANY_DEVICE
AMF_3 ANY_DEVICE
UES ANY_DEVICE
ROUTER_9 ANY_DEVICE

WIRED_NODE_10  ANY_DEVICE

Queue_Metrics

Device_id Port_id

Segment Sent

o o e @ @ o

Segment Received  Ack Sent  Ack Received

o o o o o o

Queued_pa.. Dequeued_..

Dropped_p...

No content in table

[] Detailed View

0
o
0
a
0
a

o o o o o o
o o o o o on

[] Detailed View

Figure 3-70: LTENR_CodeBlock_Log.csv file highlighted in the Results window
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3.24 OLLA Log file

NetSim OLLA Log Records Logs parameters associated with Outer Loop Link Adaptation
(OLLA) such as CQI with and without OLLA, Phy SINR, SINR Delta, Virtual SINR, etc. along
with time stamps, gNB ID, UE ID, etc. This log can be used to understand OLLA mechanisms
in 5G. The LTENR Code Block Log can be enabled by clicking on the icon present in the tool

bar as shown below.

NI Fie options Help | Netsim Simulation - 5G_NR SA
X Create Scenario P2 Set Traffic iil Configure Reports  [5. Show/Hide Info

! Metwork Performance  [] Application Throughput | [ PacketTrace Al Network Packets  LOG T Reinjected from Emulster  LOG
@ [] Link Throughput [] Event Trace

Dispatched to Emulator | LOG ~ | Not Dispatched to Emulator | LOG

Enanie Logs Tabutzr Summary Pots Traces Emuiator Logs

B additional Logs

suoqeNdy

Figure 3-72: Enabling LTENR Code Block Log
The LTENR_OLLA_Log.csv file will contain the following information:

¢ UE Name

e Carrier ID

e LayerID

e FramelID

e Sub-Frame ID
e SlotID

e Channel

e Phy SINRin dB
e SINR Delta in dB
e Virtual SINR in dB
e CQI without OLLA
e CQI with OLLA
The log file can be accessed from the Simulations Results Window under the log file drop down

in the left pane.
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[ Simulation Results

¥ Network Performance

U"k-MEt"CS_ Application_Metrics [] Detailed View | TCP_Metrics [ Detaited View
QueveMetrics Application 1D Throughput Plot Application Name  Packets Generated  Packets Recei | Source Destingtion  SegmentSent SegmentReceived AckSent  AckReceived O
TCP_Metrics X licotion Th ot Appl CBR 950 044 UPE_1 ANY_DEVICE 0 [ o 0 0
IP_Metrics ) SMF_2 ANY_DEVICE 0 0 0 0 0
> IP_Forwarding_Table AMF_3 ANY_DEVICE 0 0 0 0 0
UDP Metrics UES ANY_DEVICE 0 0 0 (] 0
> Switch Mac address table ROUTER 9 ANY_DEVICE 0 o o 0 0
Application_Metrics WIRED_NODE_I0  ANY_DEVICE 0 0 0 0 0

LTENR_Cell_Metrics
v Plots
> Link_Throughput
> application_Throughput

Link_Metrics [[] Detailed View | Queue_Metrics [] Detailed View
Export Results (.xls/.csv) Packets Transmit... Packets Errored  Packets Collided Device_id  Port_id Queued_pa.. Dequeued_.. Dropped_p.
LinkID  Link Throughput Plot = =) w St =P
Print Results (.html) Data  Control Data Control Data  Control
Al NA 787 10 6 0 0 0 A
1 Link throughput 0 2 0 0 0 0
2 Link throughput ] 2 0 0 0 0
i Link throughput
v Log Files 3 946 0 1 0 0 0 N R
4 ink. by o content in table
LTENR_CodeBlock_Log.csv e s o B o o o o
5 ink throughput us 0 1 0 0 0 L
LTENR_OLLA_Log.csv
6 Link throughput 0 3 0 0 0 0
7 Link throughput 0 0 0 0 0 0

NetSim does not calculate eNB/gNB-UE link throughputs in LTE and 5G. Refer to the LTE NR Cell Metrics

Restore To Original View table available under Network Performance on the top left.

Figure 3-73: LTENR_OLLA Log.csv file highlighted in the Results window

rrier ID B Layer 1D B Frame 1d B sub-Frame 1d B slot 1d hannel i@ Phy sINR{dB) B SINR Delta(dB) B virtual siNR(dB) Bl cQl without oLLA B ca with oua B

UE_8 1 1 17 1 1 PDSCH 76.222008 o 76.222008 15 15
UE_8 1 2 17 1 1 PDSCH 76.222008 o 76.222008 15 15
UE 8 1 1 17 1 1 PUSCH 59.222008 ] 58.222008 15 15
UE_8 1 2 17 1 1 PUSCH 59.222008 0 59.222008 15 15
UE_8 2 1 17 1 1 PDSCH 70.51073 o 70.51073 15 15
UE_8 2 2 17 1 1 PDSCH 70.51073 o 70.51073 15 15
UE_8 2 1 17 1 1 PUSCH 23.51073 o 53.51073 15 15
UE_8 2 2 17 1 1 PUSCH 53.51073 o 53.51073 15 15
UE 8 1 1 17 2 1 PDSCH 76.222008 ] 76.222008 15 15
UE_8 1 2 17 2 1 PDSCH 76.222008 o 76.222008 15 15
UE_8 1 1 17 2 1 PUSCH 59.222008 o 59.222008 15 15
UE_8 1 2 17 2 1 PUSCH 59.222008 o 59.222008 15 15
UE 8 2 1 17 2 1 PDSCH 70.51073 ] 70.51073 15 15
UE_8 2 2 17 2 1 PDSCH 70.51073 0 70.51073 15 15
UE_8 2 1 17 2 1 PUSCH 53.51073 o 53.51073 15 15
UE_8 2 2 17 2 1 PUSCH 53.51073 o 53.51073 15 15

Figure 3-74: LTENR_OLLA_Log.csvV file

3.25 Enable detailed logs in 5G NR

A detailed 5G NR log can be enabled by a user, by going to the file LTE_NR.h, and then
uncommenting the #define LTENR_LOG and #define LTENR_LOG_DEV.
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#tendif // LTENR_LOG

#pragma endregion

100 %

Ln; 56

Ch: 5

TABS

-JE

CRLF

[Pal

u

B

& e

2

=5

Clean
View

Analyze and Code Cleanup
Project Only

Retarget Projects

Scope to This

New Solution Explorer View
Build Dependencies

Add

Class Wizard

Manage NuGet Packages.
Set as Startup Project
Debug

cut

Paste

Remove

Rename

Unload Project

Ctrl+Shift+ X

Ctrl+X
Ctrl+V
Del

F2

Figure 3-76: Rebuild 5G Project

The log file will be available under Log Files menu in the left panel of the Results Window.
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- X

Link_Metrics Application_Metrics [] Detailed View | TCP_Metrics
Queue_Metrics
Application ID  Throughput Plot Application Name  Packets Generated  Packets Recei| Source Destination
TCP’Méli‘rs 1 Application Throughput plot  App1_CBR 950 944 UPF_1 ANY_DEVICE
IP_Metrics SMF_2 ANY_DEVICE
> |P_Forwarding_Table AMF 3 ANY_DEVICE
UDP Metrics UES ANY_DEVICE
> Switch Mac address table ROUTER_9 ANY_DEVICE
Application_Metrics WIRED_NODE_10  ANY_DEVICE
LTENR_Cell_Metrics
v Plots
> Link_Throughput
> Application_Throughput
. »

SegmentSent  Segment Received  Ack Sent  Ack Received

o o o o o o

[] Detailed View

C
0
0
0
0
0
0

o o o o o o
o o o o o o
o o o o o o

| |

Link_Metrics [] Detailed View | Queue_Metrics [] Detailed View
Export Results (xls/.csv) Packets Transmit.. Packets Errored  Packets Collided Deviceid  Port id Queued pa.. Degueued... Dropped p..
Link ID  Link Throughput Plot
Print Results (.html} Data Control Data Control Data Centrol
Al NA 3787 10 6 0 0 0 -
1 Link throughput 0 2 0 0 0 0
2 Link throughput 0 2 0 0 0 0
v 3 Link throughput %6 0 1 0 0 0
Vv Log Files N o
i . o content in table
TTENRIog 4 Link throughput 0 3 0 0 0 0
3 Link throughput 243 0 1 0 0 0
6 Link throughput 0 3 0 0 0 0
7 Link throughput 0 0 0 0 0 0

NetSim does not calculate eNB/gNB-UE link throughputs in LTE and 5G. Refer to the LTE NR Cell Metrics

Restore To Original View table available under Network Performance on the top left.

Figure 3-77: Results Window

Among various values noted in the log file is the CQI and MCS information. For example, a

user would see in the log file:
CQI Table

15 256QAM 948 7.406300
MCS Table

27 256QAM 8 948.000000 7.406300

The CQI information is according to the 38-214 Table 5.2.2.1-2, 5.2.2.1-3, 5.2.2.1-4. And in

the above example:

e CQIIndex: 15

e Modulation: 256QAM

e Code Rate x [1024]: 948
o Efficiency: 7.406300

The MCS information is according to the 38-214 Table 5.1.3.1-1, 5.1.3.1-2, 5.1.3.1-3. And in

the above example:

e MCS Index:27

e Modulation: 256QAM

e Modulation Order: 8

e Target code Rate x [1024]: 948.000000
e Spectral efficiency: 7.406300
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4.1 Understand 5G simulation flow through LTENR log file

Open NetSim, Select Examples ->5G NR ->5G Log File and Packet Trace then click on the

tile in the middle panel to load the example as shown in below screenshot.

o

NetSim Professional
Network Simulation/Emulation Platform
Version 14.0.24 (64 Bit)

New Simulation CirleN  Example Simulations 56 Log File and Packet Trace

Your Work Ctl+0

Intemetworks
Cellular Networks
Advanced Routing
Mobile Adhoc Networks.
Software Defined Networks
ICT-WSN
Cogritive Radio Netwarks
LTE and LTE-A
VANETs
Satellite Communieation
4 1 SGNR

| Examples 56 Log File and Packet Trace

Experiments
Application type iCBR

Packet size: 1460 Bytes

Inter arrival time: 20000 us

Transport layer protocak UDP

Enabled LTENR log in LTE_NR.c source code|

I Distance vs Pathloss

I Distance vs Throughput
I Scheduling

I Max Throughput vs Bandwidth and Numerology
I Quidoor vs Indoor

I 4Gvs56

I 5G Peak Throughput

'
'

License Settings G cell radius for different data rates

- - Distance vs Throughput n261 band
(551 et e e |
Max Throughpet vs MICS and CQI
Impact of numerology on a RAN with phones sensors and car
UE Movement vs Throughput

Results

Understand the 5G NR log file and packet trace fields. This requires rebuilding the underlying source code.

19

Ready to simulate scenarios to understand the warking of the different techmology libraries in NetSim. Expand and click on the file name to display simulation examples. Then click on 2 tile in the middle panel to load the simulation. Click on the book icon an

the left (Example Simulations) panel to view dacumentation (pdfl.

Support Learn Documentation

Contact Us

Email - sales @tetcos.com
Phone - 91767 605 4321
Website : wiw.tetcos.com

Figure 4-1: List of scenarios for the example: 5G Log File and Packet Trace

The following network diagram illustrates, what the NetSim Ul displays when you open the

example configuration file.

500 600 700 800 900
0 1 1 1 1 3{)&%!1 1 1 1 1
1 @ .
] . < Macre call gN
T Ant._9
-7 3 —~ 7 H
00 - P = *—‘_-Q
. P LY S
4 D P + I B Router_7 Wirzd_Node_3
1 UE1D -
5
400
4 L2_Switch_UPF_S
L2_Switch_gN3_6
600 o

Figure 4-2: Network set up for studying the 5G Log File and Packet Trace

Settings done in example config file:
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1. CBR application source id as 10 and destination id as 8 with Packet_Size as 1460 and
InterArrival_Time as 20000 (Generation rate of 0.584 Mbps). Transport Protocol is set to
UDP.

2. Set other properties to default.

3. The log file can be enabled per the information provided in Section 3.22.

4. Enable Plots, Packet Trace and Run Simulation for 10s.

To view and study the 5GNR design/flow of the simulation, use the LTENR.log file which can

be opened post simulation from Results Window > Log Files.

For logging additional information relating to Buffer-status-notification, open the source code
and inside the LTE NR project, uncomment the lines given below in LTE_NR.h

LTE_NR.h
#define LTENR_LOG_DEV
#define LTENR_PDCP_LOG

#define LTENR_RLC_BUFFERSTATUSREPORTING_LOG

ITENRK & X &  Solution Explore
[ LTE_NR ~||  (Global Scope) - |+ a8l o-s08 o ,

34 #pragma endregion N — -

= o J Scarch Solution Explorer (Ct;) e

36 E#ifdef __cplusplus » LTE_NR.c

> LTE_NR.h
#endif b LTENR_AMCTable.c

39 » LTENR_AMCTable.h

49 |=#pragma region LOG_MACRO d > @ LTENR AMF.C

u1 #define LTENR_LOG

& RIS LT LG b [A LTENR_AntennaModel.c

43 [||#define LTENR_LOG_DEV b R LIENE Antenfialiadelh

uy || //#define LTENR_PROPAGATION_LOG b LTENR Association.c

us ] ne LTENR_PDCP_LOG i 3 LTENR Buffer.h

u6 #define LTENR_RLC_LOG 3 LTENR_CodeBlockSegmentation.c

47 || //#ifdef LTENR_RLC_LOG b LTENR_Coreh

ug Jtdefine LTENR_RLC_BUFFERSTATUSREPORTING_LOG > [ LTENREPC.c

eI = xﬁde:ize LTENR_RLC_TRANSMISSIONSTATUSNOTIFICATION_LOG » LTENR EPC

50 #endi

51 //#endif // LTENR_LOG PG HIENREESBeacerc

52 #pragma endregion

53 . B Properties
100% -/ © Noissues found 4 }  Lm43 Chi1  TABS CRLF

Figure 4-3: LTENR code uncomment to log Buffer-status-notification and Transmission-status-

notification

Rebuild the code to enable logs per Section 3.22 in the 5G-NR manual. Note that log files
would generally be quite large (>10 MB of size). In the GUI enable packet trace and event
trace before running the simulation. Run the simulation. Open the packet trace and Itenr.log

file from the results window.

1. The Physical Resource Block (PRB) list is formed at the beginning of the log file. This

corresponds to 1 slot (Ziu ms) in time-domain and 15 * 12 * 2#* kHz in frequency domain.
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Forming PRB list for gNB 7:4 --

CA_ID= 0
F_Low_MHz - 3300
F_High_MHz = 3800
Channel Bandwidth MHz = 10.000000
[[PRB_Bandwidth kHz = 180.000000 | “
Guard_Bandwidth_kHz = 312.500000
PRB_ID F_Low F_High F_center
1 3300.312500 3300.492500
3300.492500 3300.672500
3 3300.672500 3300.852500
4 3300.852500 3301.032500
5 3301.032500 3301.212500
6 3301.212500 3301.392500
7 3301.392500 3301.572500
8 3301.572500 3301.752500
9 3301.752500 3301.932500
10 3301.932500 3302.112500
1 3302.112500 3302.292500
12 3302.292500 3302.472500
13 3302.472500 3302.652500
14 3302.652500 3302.832500
15 3302.832500 3303.012500
16 3303.012500 3303.192500
17 3303.192500 3303.372500
18 3303.372500 3303.552500
19 3303.552500 3303.732500
20 3303.732500 3303.912500
21 3303.912500 3304.092500
22 3304.092500 3304.272500
23 3304.272500 3304.452500
24 3304.452500 3304.632500
25 3304.632500 3304.812500
26 3304.812500 3304.992500
27 3304.992500 3305.172500
28 3305.172500 3305.352500
29 3305.352500 3305.532500
30 3305.532500 3305.712500
31 3305.712500 3305.892500

3300.402500
3300.582500
3300.762500
3300.942500
3301.122500
3301.302500
3301.482500
3301.662500
3301.842500
3302.022500
3302.202500
3302.382500
3302.562500
3302.742500
3302.922500
3303.102500
3303.282500
3303.462500
3303.642500
3303.822500
3304.002500
3304.182500
3304.362500
3304.542500
3304.722500
3304.902500
3305.082500
3305.262500
3305.442500
3305.622500
3305.802500

e 15 % 2 * 2% KHz

Figure 4-4: LTE NR Log File: PRB List

Ver 14.0

2. The naming convention used in the Itenr log file is gNB <gnb ID>:<Interface>. For

example, gNB 7:4 means gNB 7 interface 4.

= For each numerology and carrier, a resource grid of (max. number of resource blocks

for that numerology) * (number of sub-carriers per resource block) and (number of

symbols per sub-frame of that numerology) is defined.

» In this example the GUI settings (gNB 5G-RAN interface Physical Layer) are:

o u (numerology) is set 0.

o No. of resource blocks (PRB count) = 52

o No. of sub-carriers per PRB = 12

o No. of symbols per sub-frame of numerology (0) = 1.

= The log file explains the PRB list for gNB (7) on interface (4):

o The

lowest (F_Low MHz) and highest frequency (F_High_MHz) for the

Uplink/Downlink operating bands are logged first along with the channel bandwidth
(MHz), PRB bandwidth(kHz) and guard bandwidth(kHz).

o The list defines the lower frequency, upper frequency, and central frequency in MHz

for each physical resource block of the PRB count.
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Forming PRB list for gNB 7:4 --

CA_ID= @

F_High MHz =

F_Low_MHz = 3300

3800

Channel_Bandwidth_MHz
PRB_Bandwidth_kHz = 180.000000

10.000000

(a) Frequency Range of
Band, Channel Bandwidth
selected, Guard Bandwidth

Guard_Bandwidth_kHz 312.500000
PRB_ID F Low F _High F_center

1 3300.312500 3300.492500 3300.402500

2 3300.492500 3300.672500 3300.582500

3 3300.672500 3300.852500 3300.762500

4 3300.852500 3301.032500 3300.942500

5 3301.032500 3301.212500 3301.122500

6 3301.212500 3301.392500 3301.302500 (b) PRB list with
7 3301.392500 3301.572500 3301.482500 lower frequency,
8 3301.572500 3301.752500 3301.662500 higher frequency
9 3301.752500 3301.932500 3301.842500 and centra
10 3301.932500 3302.112500 3302.022500 frequency
11 3302.112500 3302.292500 3302.202500

12 3302.292500 3302.472500 3302.382500

13 3302.472500 3302.652500 3302.562500

14 3302.652500 3302.832500 3302.742500

15 3302.832500 3303.012500 3302.922500
16 3303.012500 3303.192500 3303.102500

17 3303.192500 3303.372500 3303.282500

18 3303.372500 3303.552500 3303.462500

19 3303.552500 3303.732500 3303.642500
20 3303.732500 3303.912500 3303.822500

21 3303.912500 3304.092500 3304.002500
22 3304.092500 3304.272500 3304.182500
23 3304.272500 3304.452500 3304.362500
24 3304.452500 3304.632500 3304.542500
25 3304.632500 3304.812500 3304.722500
26 3304.812500 3304.992500 3304.902500
27 3304.992500 3305.172500 3305.082500
28 3305.172500 3305.352500 3305.262500

29 3305.352500 3305.532500 3305.442500

Ver 14.0

Figure 4-5: LTE NR Log File: Lower, Higher and Central Frequencies for PRB List

3. The UE association/dissociation is done which is logged. UE (8) on interface (1)

associates with gNB (7) on interface (4). During UE association:

» The Adaptive Modulation and Coding (AMC) information is initialized for Uplink and

Downlink:

o AMC information: Links Spectral efficiency is calculated and based on this Channel

quality indicator (CQI) (Includes the CQI index, modulation, code rate and efficiency)

and Modulation coding scheme (MCS) (Includes the MCS index, modulation,

modulation order, code rate and spectral efficiency) is read from the standard table

and setup for both Downlink and Uplink.
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LTENRIG)

x

Destination Id = @
Packet size = 8

¥| PHY-- UE 8:1 is associated with gNB 7:4 |

Carrier Id =0
Propagation Model starts for gNB=7 and UE=8
2D Distance = 328.024389m
3D Distance=328.134560m
Channel condition = LOS
Total Propagation Loss = 99.565106dB
PathLoss = 94.727349dB

UE<Id>:<Interface> associated with
gNB<Id>:<Interfacex

Shadow Fading Loss = 4.837757dB
021 Penetration Loss = ©.000008dB

Downlink for Layer 1
Thermal Noise = -103.827956dB

Signal to Noise Ratio (SNR) = 49.256971dB

Spectral Efficiency = 16.362829dB
Downlink for Layer 2 =
UPlink for Layer 1

UPlink for Layer 2

AMCI info between gNB 7:4 and UE B:1, Carrier Id = @, Layer Id = @ for downlink-

Sp?rtr‘al l'ffi(i?rlry = 16.362829 SDE(tFE‘ EffI(IEHIZV,
QI Table -— €Ql Table and MCS
15 640AM 948 5.554700 Table
MCS Table
28 640MM 6 772.600000 4.523400

AMC info between gNB 7:4 and UE 8:1, Carrier Id = @, Layer Id = 1 for downlink-

Spectral Efficiency = 16.957684

QI Table
15 G40AM 948 5.554700
MCS Table
28 640AM 6 772.000000 4.523400

AMC info between gNB 7:4 and UE 8:1, Carrier Id = @, Layer Id = @ for uplink-

Spectral Efficiency = 9.017298

£aT ToRl.

Figure 4-6: LTE NR Log File: UE Association

Ver 14.0

4. The numerology is equal to 0, hence the slots/sub-frame = 1 and there will be 10 sub-

frames per frame. Accordingly, the frames, sub-frames and slots are created as shown

below:

= A new frame gets started for the gNB, where the frame id=1, start time and the end

time of the frame are logged.

= After the frame-1 starts, the sub-frame for the same gnb is started within the frame. The

frame id=1, sub-frame id=1, start time and end time are logged

= Within frame-1, sub-frame-1 a slot is started. This slot’s ID (1), slot type (Uplink), start

time and end time are logged.

LTENRiog x
47 3308.592500 3308.772500 3308.682500
48 3388.772500 3388.952500 3308.862500
49 3388.952560 3389.132508 3309.042500
5@ 3389.132560 3389.312500 3309.222500
51 33@9.312560 3389.492500 3309.482500
52 3309.492500 3389.572500 3309.582500

Starting new frame for ghB 7:4

CA_ID for Frame = 0
Frame Id = 1
Frame start time (us) = 0.800000
Frame end time (us) = 10000.800000

Starting new sub frame for gNB 7:4

CA_ID for SubFrame = @
Frame Id = 1
SubFrame Id = 1
SubFrame start time (us) = ©.808000
SubFrame end time (us) = 1000.088000

Starting new slot for ghB 7:4

CA_ID for Slot = @

Frame Id = 1
SubFrame Id = 1
Slot Id = 1

9.000000

slot start time (us) =
= 1000.000000

slot end time (us)
slot type = UPLink

Starting new sub frame for gNB 7:4
CA_ID for SubFrame = @

Frame Id = 1

SubFrame Id = 2

SubFrame start time (us) = 1000.000080

SubFrame end time (us) = 2000.008000
Starting new slot for gNB 7:4
€A_ID for Slot = @

Frame Id = 1

SubFrame Id = 2

slot Id = 1

slot start time (us) = 1000.000000

© TETCOS LLP. All rights reserved
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Figure 4-7: LTE NR Log File: Frame and Sub Frame list with start time and end time
5. The RLC-sublayer will check the UE buffer for packets. Based on the logical channel
(DTCH) and the transmission mode (UM, AM), the entity is identified, and the buffer size
of each mode is read. The combined buffer size of all the modes gives the total buffer size
(number of bytes to be processed).

6. The RLC sub-layer then processes the transmission status notification for downlink:

= |nitially the RLC transmission for the control takes place, where the transmission status
for each of the control logical channels i.e., BCCH, CCCH, DCCH and PCCH is
calculated based on the mode (TM & AM) they support.

=  While calculating the transmission status for control, the RLC sends the Physical Data
Unit (PDU) based on the mode (TM or AM).

= Later the RLC transmission for the data packet happens, where the transmission status
for traffic logical channel i.e., DTCH is calculated based on the AM and UM mode it

supports.

= DTCH channel supports Un-Ack mode (UM). It checks for the buffer and if the buffer
isn't NULL:

o It will find the buffer that matches the logical channel, and it only proceeds further if
the size of the PDU is within the minimum RLC PDU size.

o Ifthe message packetis NULL (or) message type is user data & the payload of PDU
is greater than size of PDU, it fragments the UM data buffer packet (or else) the

buffer is marked for removal.

o Then the RLC sends the PDU to the MAC layer. And then the RLC buffer gets
updated.

7. Attime 1000502.4 us packet arrives at the Service Data Adaptation Protocol (SDAP) sub
layer in the gNB:

= As the packet arrives at the SDAP sub-layer, the SDAP header is appended to the
Packet with header size.

= SDAP sets the RLC mode (here, acknowledge mode) based on QoS, and the logical
channel (DTCH) is chosen.

8. The packet is passed to the Packet Data Convergence Protocol (PDCP) sub-layer at gNB:
= Packet is enqueued to the transmission (Tx) buffer and discard time is started.

= PDCP header is added, and packet is passed to the RLC sub-layer.
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9. The packet is then passed to the Radio Link Control (RLC) sub-layer at gNB and is added

to the transmission buffer.

LTENRIog x
MCS Table
28 6404M 6 772.000000 4.523400
AMC info between gNB 7:4 and UE 8:1, Carrier Id = @, Layer Id = 1 for uplink-
Spectral Efficiency = 11.864642
€QI Table
15 64QAM 948 5.554700
MCS Table
28 64Q0AM 6 772.000000 4.523400

Time 1PBB56Z.480008us, Device 7, Interface 4, sublayer SDAP
Information on packet arriving from upper sublayer

Packet Id = 1

Packet Type = Appl_CBR

Source Id = 1@

Destination Id = 8

Packet size = 1488
Adding SDAP header to packet. Hdr size = 1

Logical Channel = DTCH

RLC Mode = Acknowledged Mode
Passing packet to PDCP | — 8
Time 1000582.400088us, Device 7, Interface 4, sublayer RLC
Information on packet arriving from upper sublayer
Packet Id = 1
Packet Type = Appl_CBR
Source Id = 10
Destination Id = 8
Packet size = 1505
Packet is for AM mode.
Adding packet to transmission buffer. SN = @

Starting new sub frame for ghB 7:4
CA_ID for SubFrame = 8
Frame Id = 101
SubFrame Id = 2
SubFrame start time (us) = 1001000.800000
SubFrame end time (us) = 1092000.000800
Starting new slot for gNB 7:4

Figure 4-8: LTE NR Log File: SDAP, PDCP and RLC sublayers

10. Now a new sub frame id - 2 with slot id - 1 gets created for the frame id - 1. Here the slot

type (Downlink)

LTENRIog x
CA_ID for Frame = ©
Frame Id = 1
Frame start time (us) = ©.000000
Frame end time (us) = 10000.000000
Starting new sub frame for gNB 7:4
CA_ID for SubFrame = @
Frame Id = 1
SubFrame Id = 1

SubFrame
SubFrame
Starting new

start time (us) = ©.000000
end time (us) = 1000.000000
slot for ghB 7:4

CA_ID for Slot = ©
Frame Id = 1
SubFrame Id = 1
Slot Id = 1
Slot start time (us) = ©.000000
slot end time (us) = 1000.000000
Slot type = UPLink
Starting new sub fraome for gNB 7:4
CA_ID for SubFrame = @
Frame Id = 1
SubFrame Id = 2
SubFrame start time (us) = 1000.000000
SubFrame end time (us) = 2000.800000
Starting new slot for gNB 7:4
CA_ID for Slot = @
Frame Id = 1
SubFrame Id = 2
Slot Id = 1
Slot start time (us) = 1000.000000
slot end time (us) = 2000.000000
slot type = Downlink
Starting new sub frame for gNB 7:4
CA_ID for SubFrame = @
Frame Id = 1
SubFrame Id = 3

SubFrame
SubFrame
Starting new

start time (us) =
end time (us) =
slot for gNB 7:4

2000.000000

3000.000000

Figure 4-9: LTE NR Log File: Frame Id and slot Id

11. The RRC related packets like RRC_MIB, RRC_SIB1 arrives are RLC Sub-layer and the

packets are added to the transmission buffer.
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slot end time (us) = 160000.000000
Slot type = Downlink

Time 160000.000000us, Device 7, Interface 4, sublayer RLC
Information on packet arriving from upper sublayer
Packet Id = @
Packet Type = RRC_SIB1
Source Id = 7
Destination Id = ©
Packet size = 8
Packet is TM mode.
Adding packet to transmission buffer.

Time 160000.000000us, Device 7, Interface 4, sublayer RLC
Information on packet arriving from upper sublayer
Packet Id = @
Packet Type = RRC_MIB
Source Id = 7
Destination Id = @
Packet size = 8
Packet is TM mode.
Adding packet to transmission buffer.

Starting new frame for gNB 7:4
CA_ID for Frame = @
Frame Id = 17
Frame start time (us) = 160000.000000
Frame end time (us) = 170000.000000
Starting new sub frame for gNB 7:4
CA_ID for SubFrame = @
Frame Id = 17
SubFrame Id = 1
SubFrame start time (us) = 160000.000000
SubFrame end time (us) = 161000.000000
Starting new slot for ghB 7:4
CA_ID for Slot = @
Frame Id = 17
SubFrame Id = 1

Figure 4-10: LTE NR Log File: RRC Packet details
12. The data packet is sent from the transmission buffer in DTCH logical channel (for
downlink) from gNB to UE. This packet is sent to the MAC sub-layer and the packet is then
added to the transmitted buffer.
13. The packet enters the Radio Link Control (RLC) protocol sub-layer in the MAC layer at the
UE:

= The PDU (Physical Data Unit) is received at the UE, specific to RLC mode:

= The AMPDU header of the packet is received and logged. If the sequence number of

the PDU is outside the receiving window, the PDU is discarded.

= |t checks if the PDU is already present in the reception buffer. If present it drops the
PDU and if the PDU is not present in the reception buffer, then it is added to the
reception buffer: The sequence index (Sl), sequence number (SN), and sequence order
(SO) for the corresponding mode also get updated.

= Checks if all the Service Data Unit (SDU) byte segments of the PDU packet have been
received. If not, it waits for the remaining SDU’s before transmitting packet. The
reassembly is done for all the SDU if all the SDU byte segments of PDU packet are
received.

= Checks if the reassembly timer is started or not and stops if started and vice-versa.

= And the status report of RLC-AM is set as delayed.
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Sending packet to MAC sublayer. ST=ALL, SN=8, S0=@
Adding packet to transmitted buffer. SI=ALL, SN=8, S0=8

Ver 14.0

— @

Time 1001999.000008us, Device 8, Interface 1, sublayer RLC

Information on packet arriving from lower sublayer

Packet Id = 1

Packet Type = Appl_CBR
Source Id = 10
Destination Id = 8
Packet size = 1507

Received AMDPDU HDR N
SI = ALL +—{13-a )
SN =@ NS
50 =0
Poll bit = 1

Mo recption buffer found for SN ©. Creating new buffer.

«— 13-b

All bytes for SDU with SN @ received.

13-¢

Reassembly all bytes.
SDU payload size = 1488 bytes

13-d

SDU overhead size = 17 bytes.
SDU total size = 1505 bytes.Sending SDU to PDCP.

Time 1001999.000000us, Device 8, Interface 1, sublayer SDAP
Information on packet arriving from lower sublayer
Packet Id = 1
Packet Type = Appl_CBR
Source Id = 1@
Destination Id = 8
Packet size = 1489
Constructing Status PDU. MACK size = @, Count
Passing packet to TM mode for transmission
Packet is TM mode.
Adding packet to transmission buffer
Starting new sub frame for ghB 7:4
CA_ID for SubFrame = @
Frame Id = 101
SubFrame Id = 3
SubFrame start time (us) = 1602000.000000
SubFrame end time (us) = 1003000.000000

=8

Figure 4-11: LTE NR Log File: MAC sublayer, AMDPDU Header
14. If the header exists, the STATUSPDU is constructed, else the status will be marked as
delayed and the packet will pass to TM mode for transmission. PDU is handed over to

RLC TM mode and packet gets added to transmission buffer.

| LTENR - Motepad

File Edit Format View Help
Packet size = 1587
Received AMDPDU HDR
ALL
SN =1
S0 =8
Poll bit =1
No recption buffer found for SN 1. Creating new buffer.
A1l bytes for SDU with SN 1 received.
Reassembly all bytes.
SDU payload size = 1488 bytes
SDU overhead size = 17 bytes.
SDU total size = 1505 bytes.Sending SDU to PDCP.

Time 10821999.000000us, Device 8, Interface 1, sublayer SDAP
Information on packet arriving from lower sublayer
Packet Id = 2
Packet Type = Appl CBR
Source Id = 18
Destination Id = 8
Packet size = 1489
onstructing Status PDU. NACK size = @, Count = @
Passing packet to TM mode for transmission
Packet is TM mode.
indding packet to transmission buffer.
Tarting new supb frame for gnB 7:4
CA_ID for SubFrame = ©
Frame Id = 183
SubFrame Id = 3
SubFrame start time (us)
SubFrame end time (us) =
Starting new slot for gNB 7:4
CA_ID for Slot = @
Frame Id = 163
SubFrame Id = 3
Slot Id = 1
Slot start time (us)
slot end time (us) =

= 1022000.000000
1023000. 080000

= 1022000.000000
1823000.000000

Ln 36335, Col 19 100%  Windows (CRLF)

UTF-8

Figure 4-12: LTE NR Log File: STATUSPDU Construction

15. The packet is received by the PDCP sub-layer. The PDCP state variables like the receive

sequence number(sn), receive hyper frame number(hfn) and the receive count are

calculated.
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16. Next the STATUSPDU gets transmitted from the UE to the gNB (See Packet Trace)

PACKET D |~ | SEGMENT_ID - | PACKET_TYPE |+ | COMTROL PACKET_TVE/APS NAME _ - | SOURCE JD | - | DESTINATION.JD |- | TRANSMAITTER D | - |RECEIVER_ID | - | APP_LAYER ARRIVAL TIME(US) - | TRX_LAYER ARRIVAL TIME(US) - | NW_LAYER ARRIVAL TIMEQUS] _ ~ | MAC_LAYER ARRIVAL TIMEIUS) | - | PHY.
o N/A Control_Packet UE_MEASUREMENT REPORT UE-S GNB-T UEE GNBT NfA N/A N/A 480000
on/a Control_Packet RRC_SIB1 GNe-7 Broadcast-0 GNE-T uEs NfA [ /A 480000
o N/A Control_Packet RRC_MIB GNB-7 Broadcast-0 N7 uES N/A N/A N/A 480000
o NfA Control_Packet RRC_MIB GNB-7 Broadcast-0 GNB-7 UE-3 N/A N/A N/A 560000
o /A Control_Packst UE_MEASUREMENT_REFORT ues aNE-7 = anE-7 nfa /A /A 500000
o N/A Control_Packet RRC_SIB1 GNB-7 Broadcast-0 N7 UES NfA N/A N/A 540000
o N/A Control_Packet RRC_MIB GNB7 Broadcast-0 ane-7 uEs NfA /A /A 640000
on/a Control_Packst UE_MEASUREMENT_REFORT = GNE-T UEE GNE-7 NfA [ /A 720000
o N/A Control_Packet RRC_MIB GNB-7 Broadcast-0 N7 uES N/A N/A N/A 720000
o NfA Control_Packet RRC S181 GNB-7 Broadcast-0 GNB-7 UE-3 N/A N/A N/A 800000
o /A Control_Packst RRC_MIB GNB-7 8roadcast-0 aNE-7 uES nfa /A /A 800000
ona Control_Packet UE_MEASUREMENT REPORT uEs GNB-T uE GNB-7 NfA N/A nA 940000
0 NJA Control_Packet RRC_MIB GNE-7 arosdcast-0 GNE-7 UES /A /A NJA 580000
oA Control_Packet UE_MEASUREMENT_REPORT uEs aNB7 uEs GNB-7 nfa N/a /A 360000
o N/A Control_Packet RRC_SIB1 GNB-7 Broadcast-0 GNE-7 UES NfA N/A /A 960000
oN/A Control_Packet RRC_MIB GNB-7 Broadcast-0 GNE-7 UES NfA NIA N/A 560000
1 0 csR Appl_CBR NODE1D  UEE NODE-10 ROUTER9 1000000 1000000 1000000 1000000
1 0 ceR App1,_CBR NODE10  UEE ROUTER-S UPF-1 1000000 1000000 1000126.12 100012612
1 0.caR NODE-10  UE-S UpF-1 SWITCH-4 1000000 1000000 100025016 1000250.16

= NODE1D  UES SWITCH 2 aNB 7 1000000 1000000 100025016 100025016

0 ceR NODE-10 __ UEE GNE-7 uEs 1000000 1000000 100025016 1000502.4

= —r 3 T E— K B o
0 8k Appl_CBR NODEID  UES NODE-10 ROUTER 9 1020000 1020000 1020000 1020000

0 ceR App1,_CBR NODE10  UEE ROUTER-S UPF-1 1020000 1020000 1020126.12 102012612

0.caR Appl_CBR NODE-10  UE-S UpF-1 SWITCH-4 1020000 1020000 102025016 102025016

| = App1_cBR NoDE10  UEE SWITCH 2 aNB 7 1020000 1020000 102025016 102025016
0 cer Appil_CBR NODE10  UEE [ uEs 1020000 1020000 102025016 1020502.4

Control_Packet STATUSPDU [} GNB-7 UEE GNE-T NfA NIA N/A 1021999

0 csR App1_CBR NODE1D  UES NODE-10 ROUTER9 1020000 1040000 1040000 1040000

0 ceR App1,_CBR NODE10  UEE ROUTER-S UPF-1 1040000 1040000 1040126.12 108012612

0.CeR App1_CBR NODE-10  UE-S UpF-1 SWITCH-4 1040000 1040000 104025016 1040250.16

= App1_CBR NODE1D  UES SWITCH 2 aNB 7 1020000 1040000 104025016 102025016

Figure 4-13: 5G NR Packet Trace

17. The packet enters the Radio Link Control (RLC) protocol sub-layer in the MAC layer at the
UE. Specific to the RLC mode (TM), it receives the Physical Data Unit (PDU) at the UE:

= Based on the control data type of the packet, the case is chosen.

= Since it is STATUSPDU type, the STATUSPDU packet is received accordingly at the
gNB. And the RLCAM transmitted buffer is cleared, and poll retransmit timer is stopped.

4.2 Effect of distance on pathloss for different channel

models

Open NetSim, Select Examples ->5G NR ->Distance vs Pathloss then click on the tile in the

middle panel to load the example as shown in below screenshot.

3] NetSim Home - o X
NetSim Professional
Network Simulation/Emulation Platiorm
Version 14.0.24 (64 Bit)
New Simulation Ctl=N  Exemple Simulations Rural Macro Results
Your Work Ced-0 L7 Intemetworks. Understand the difference in LOS and NLOS path loss by varying the distance between UE and gNE for Rural
Examples b ¥ Cellular Networks macro scenarios.
) ¢ Advanced Routing e TR @
Experiments. 1 Mobile Adhoc Networks 32
I Software Defined Networks TR R
Distance between gNB - UE: 30m Distance between gNB - UE: S0m ~e
1OT-WSN
Outdoor scenario: Rural macro Outdoor scenario: Rural macro =
Cognitive Radio Networks LOS NLOS selection: User defined LOS NLOS selection: User defined
LTE and LTE-A LOS probability: 1 LOS probabiity: 1 s nnoe
b VANETs
I Satelite Communication 1
4 7 SGNR 105 70m 105 100m J
4 [Distance vs Pathioss
Rural Macro Distance between gNB - UE: 70m Distance between gN8 - UE: 100m
Urban macro Outdoor scenario: Rural macro Outdoor scenario: Rural macro
LOS NLOS selection: User defined | | LOS NLOS selection: User defined
Indoor office :
LOS probabifty: 1 LOS probabilty: 1 Distance(m) _LOS Pathioss(dd) 'NLOS pathioss (d8)
Urban micro cc1 cc2 Avg cc cc 2 Avg
Distance vs Throughput % 6760 7030 6895 6903 7173 7038
Scheculing % T 1At s riar  s0sr | 192
105 300m 105 500m 5
License Settings [ u idth - 70 7519 7769 7654 6306 8656 8521
9 :uxd hmgh: t vs Bandwidth and Numerology 50 R TR P g e BT R T
utdoor vs Indoor 3
Exit AltsF4 Distance between g8 - UE:300m | | Distance between gN8 - UE: 500m X L0 R LT O DA RO IR )
461556 500 926 | 9596 9463 11820 12090 | 11904
Outdoor scenario: Rural macro Outdoor scenario: Rural macro 223 e
56 Peak Throughput \ ’ o Vs 655 5 6 5
ighput LOS NLOS se\ecﬂ‘m‘ User defined LOS NLOS selection: User defined 1000 10014 | 10284 10140 13043 13313 | 13178
gNB cell radius for different data rates. LOS probability: 1 LOS probability: 1
ince vs Throughput n261 band
Ready to simulate scenarios to understand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then dlick on 3 tile in the middle pane! t0 load the simulation. Click on the book icon on
the left (Example Simulations) panel to view documentation (pdf).
Support Learm Documentation Contact Us
e Q Email - sales@tetcos.com
Phone - +91 767 605 4321
Website : t

Figure 4-14: List of scenarios for the example of Distance vs Pathloss
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The following network diagram illustrates, what the NetSim Ul displays when you open the

example configuration file.

20 30

1 1

(F\’:::‘_* e Mm——
\@/ =

Macro cell'gNB Omni
Ant. 9
|

584 | |
Kbps | |1
oL | !

-

o o D(L_UDP_Const_Rate

UE_10

Figure 4-15: Network set up for studying the Distance vs Pathloss
4.2.1 Rural-Macro
4.2.1.1 Line-of-Sight (LOS)
Settings done in example config file

1. Set distance between gNB_7 and UE_8 as 30m.
2. Go to gNB properties 2 Interface (5G_RAN) > PHYSICAL_LAYER.

| Properies |

CA Type INTER_BAND_CA

CA Configuration CA_2DL_1UL_n39_n41
Pathloss Model 3GPPTR38.901-7.4.1
Outdoor Scenario RURAL_MACRO

LOS NLOS Selection USER_DEFINED

LOS Probability 1

Shadow Fading Model None

Fading and Beamforming NO_FADING_MIMO_UNIT_GAIN
Table 4-1: gNB >Interface (5G_RAN) >Physical layer properties

NOTE: HARQ mode in gNB properties a Interface (5G_RAN) a Datalink layer is disabled in all 5G
featured examples.

1. CBR application source id as 10 and destination id as 8 with packet size as 1460Bytes
and Inter Arrival time as 20000us (Generation Rate=0.584). Transport Protocol is set to
UDP. Additionally, the “Start Time(s)” parameter is set to 1s, while configuring the
application.

Set UE height as 10m.

Set other properties to default.

© TETCOS LLP. All rights reserved Page 171 of 234



Ver 14.0

4. The LTENR Radio measurement log file must be enabled from the design window.
e Logs can be enabled by clicking on the icon in Configure Reports option as shown

below.

w File Options Help NetSim Simulation - 5G_NR_SA

/"; Create Scenario ?:, Set Traffic w1l Configure Reports [A@ Show/Hide Info

, | Network Performance [J Application Throughput [] Packet Trace All Network Packets LOG v Reinjected from Emulator | LOG v
.
[ Link Throughput [] Event Trace Dispatched to Emulator LOG ¥ | Not Dispatched to Emulator | LOG ¥
Enable Logs Tabular Summary Plots Traces Emulator Logs

Figure 4-16: Enabling log files in NetSim GUI.
e Select the LTENR Radio Measurements log and click on OK.

Sy @ U s »
Q
2
4 Network logs
LTENR Radio Measurements Log T4 =
2
LTENR Resource Allocation Log P
a
LTENR Handover T1T Log
LTENR Code Block Log
(=7
LTENR OLLA Log 7
4 Additional Logs
|EEE802.11 Radio Measurements Log =
2
|EEE 802.11 Backoff Log 2
g,
IEEE 802.11 Log a
OSPF Log
OSPF Helle Log 'y
<o
A
TCP Log

Figure 4-17: Enabling LTENR Radio Measurements Log

5. Run Simulation for 20s, after the simulation completes Go to metrics window expand Log

Files option and open LTENR Radio Measurement Log.csv and note down the Pathloss.
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3 simulation Results
v Network Performance
Link_Metrics
Queue_Metrics
TCP_Metrics
1P_Metrics
> IP_Forwarding_Table
UDP Metrics
> Switch Mac address table
Application_Metrics
LTENR_Cell_Metrics
v Plots
> Link_Throughput
> application_Throughput

Export Results (.xls/.csv)

Print Resuits (.htm)

Log Files

Application_Metrics_Table

Application_Metrics

Application ID

1

Link_Metrics

Link ID

NA
Link throughput
Link throughput
Link throughput
Link throughput

Restore To Original View

7

Link throughput
Link throughput
Link throughput

Throughput Plot
Application Throughput plot

Packets Transmit.. Packets Errored
Link Throughput Plot

Data
3787
0

0
946
0
945
]

]

Application Name:

Appl_CBR

Control
10

2
2
0
3
]
3
]

Data

6
0
0

0
0

950

Control  Data

o o o oo oo o
© o oo oo oo

S wmewe ek

[] Dstailed View | TCP_Metrics

Packets Generated

Packets Recei Source

944

UPF1

SMF_2

AMF3

UES

ROUTER_9
WIRED_NODE_10

[] Dtailed View | Queue_Metrics

Control

0
0
0
0
0
0
0
0

Packets Collided

Device id  Port_id

» NetSim does not calculate eNB/gNB-UE link throughputs in LTE and 5G. Refer to the LTE NR Cell Metrics
table available under Network Performance on the top left.

Destination

ANY_DEVICE
ANY_DEVICE
ANY_DEVICE
ANY_DEVICE
ANY_DEVICE
ANY_DEVICE

Segment Sent

o o o o o o

Queued_pa...

No content in table

Segment Received  Ack Sent  Ack Received

Dequeued_.. Dropped,|
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- X

[] Detailed View

o o oo o oo

[] Detailed View

AutoSave

LTENR Radio_Measurements Log

Figure 4-18: Results window

P Search (Alt+Q)

File Home Insert Page Layout Formulas Data Review View Help Table Design - Comments [ Share ~

Az 2 £ | 161
A | 8 | [ E | F | & | H | 1 | J | K | | M N E

1 Time(Milli€ ~ |gNB/eNB Name |~ | UE Name| - | Di iated|~| CA_ID [~ ]| channel[~ | Layer ID[~ | Tx_i [+ |TotalLoss{dB) |~ | PathLoss(dB) [~ | it~ | Rx_ [~ ]snr(dB) -]
2 161]GNB_7 UE 8 30 TRUE 1 PDSCH 1 36.9897 67.605948 67.605948 N/A -30.616248  76.22200¢
3 | 161 GNB_7 UE_8 30 TRUE 1 PDSCH 2 36.9897 67.605948 67.605948 N/A -30.616248 76.222008
4| 161 GNB_7 UE 8 30 TRUE 1 PUSCH 1 15.9897 67.605942 67.605948 N/A -47.616248 59.222008
5 | 161 GNB_7 UE 8 30 TRUE 1 PUSCH 2 19.9897 67.605948 67.605948 N/A -47.616248 59.222008
6 | 161 GNB_7 UE_8 30 TRUE 1558 N/A a0 67.605948 67.605948 N/A -15.564748 91.273508
7 | 161 GNB_7 UE 3 30 TRUE 2 PDSCH 1 36.9297 70.306926 70.306926 N/A 33317226 70.5107
8 | 161 GNB_7 UE 8 30 TRUE 2 PDSCH 2 36.9897 70.306926 70.306926 N/A -33.317226  70.5107:
N 161 GNB_7 UE_8 30 TRUE 2 PUSCH 1 19.9897 70.306926 70.306926 N/A -50.317226  53.5107
10 | 161 GNB_7 UE 8 30 TRUE 2 PUSCH 2 15.9897 70.306926 70.306926 N/A -50.317226  53.5107:
11| 161 GNB_7 UE 8 30 TRUE 2 s5B N/A 40 70.306926 70.306926 N/A -18.265726  85.5622
12| 161 GNB_7 UE_8 30 TRUE 1 PDSCH 1 36.9897 67.605948 67.605948 N/A -30.616248  76.222008
13| 161 GNB_7 UE 3 30 TRUE 1 PDSCH 2 36.9297 67.605942 67.605948 N/A -30.616248  76.222008
14| 161 GNB_7 UE 8 30 TRUE 1 PUSCH 1 19.9897 67.605948 67.605948 N/A -47.616248 59.222008
15 | 161 GNB_7 UE 3 30 TRUE 1 PUSCH 2 15.9897 67.605942 67.605948 N/A -47.616248  59.222008
16 | 161 GNB_7 UE 8 30 TRUE 2 PDSCH 1 36.9897 70.306926 70.306926 N/A -33.317226  70.5107:
17| 161 GNB_7 UE_8 30 TRUE 2 PDSCH 2 36.9897 70.306926 70.306926 N/A -33.317226  70.5107
18 | 161 GNB_7 UE 8 30 TRUE 2 PUSCH 1 15.9897 70.306926 70.306926 N/A -50.317226  53.5107:
19| 161 GNB_7 UE 8 30 TRUE 2 PUSCH 2 19.9897 70.306926 70.306926 N/A -50.317226  53.5107
20| 161 GNB_7 UE_8 30 TRUE 1 PDSCH 1 36.9897 67.605948 67.605948 N/A -30.616248  76.222008
21| 161 GNB_7 UE 3 30 TRUE 1 PDSCH 2 36.9297 67.605942 67.605948 N/A -30.616248  76.222008
2| 161 GNB_7 UE 8 30 TRUE 1 PUSCH 1 19.9897 67.605948 67.605948 N/A -47.616248 59.222008
23 161 GNB_7 UE_8 30 TRUE 1 PUSCH 2 19.9897 67.605948 67.605948 N/A -47.616248 59.222008
24| 161 GNB_7 UE 8 30 TRUE 2 PDSCH 1 36.9297 70.306926 70.306926 N/A 33317226 70.5107:
25| 161 GNB_7 UE 8 30 TRUE 2 PDSCH 2 36.9897 70.306926 70.306926 N/A -33.317226  70.5107
26| 161 GNB_7 UE_8 30 TRUE 2 PUSCH 1 19.9897 70.306926 70.306926 N/A -50.317226  53.5107:
27| 161 GNB_7 UE 3 30 TRUE 2 PUSCH 2 15.9897 70.306926 70.306926 N/A 50317226 53.5107

LTENR Radio Measurements Log

Ready T Accessibility: Unavailable

Pivot Table(Custom) |

®

[

] bl

=

O - ——a—+ 100%

Figure 4-19: LTENR Radio Measurement log.csv file

Go back to the scenario and change the distance between gNB and UE as 30, 50, 70, 100,
300, 500, 700, and 1000 and note down Pathloss value from the log file.

4.2.1.2 Non-Line-of-Sight (NLOS)

Settings done in example config file.

1. Set distance between gNB_7 and UE_8 as 30m.
2. Go to gNB properties = Interface (5G_RAN) > PHYSICAL_LAYER.

 CA Type
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CA Configuration
Pathloss Model
Outdoor Scenario

LOS NLOS Selection

LOS_Probabillity

Shadow Fading Model

Fading _and_Beamforming

CA_2DL_1UL_n39 n4l
3GPPTR38.901-7.4.1

RURAL_MACRO
USER_DEFINED

0

None

Ver 14.0

NO_FADING_MIMO_UNIT_GAIN
Table 4-2: gNB >Interface (5G_RAN) >Physical layer properties

Set all other properties same as LOS example.

The LTENR Radio measurement log file can be enabled as per information provided in

the section 3.20.

5. Run Simulation for 20s.

Go back to the scenario and change the distance between gNB and UE as 30, 50, 70, 100,
300, 500, 700, and 1000 and note down Pathloss value from the log file.

4.2.1.3Result

Distance(m)

30
50
70
100
300
500
700
1000

CC1
67.60
72.17
75.19
78.41
88.46
93.28
96.55

100.14 102.84 101.49

CC2
70.30
74.87
77.89
81.11
91.16
95.98
99.25

LOS Pathloss(dB)

Avg
68.95
73.52
76.54
79.76
89.81
94.63
97.90

NLOS pathloss (dB)

CC1
69.03
77.97
83.86
90.11
109.35
118.29
124.18
130.43

CC 2
71.73
80.67
86.56
92.81
112.05
120.99
126.88
133.13

Avg
70.38
79.32
85.21
91.46

110.70
119.64
125.53
131.78

Table 4-3: Results Comparison for LOS and NLOS pathloss vs. Distance

140

Avg Pathloss(dB)
N A @ ® O
o o o o o o

o

10

100

Distance(m)

== OS =—E—NLOS

Figure 4-20: Plot of Distance vs. Avg Pathloss
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4.2.2 Urban-Macro
4.2.2.1 Line-of-Sight (LOS)
Settings done in example config file.

1. Set distance between gNB_7 and UE_8 as 30m.
2. Go to gNB properties - Interface (5G_RAN) > PHYSICAL_LAYER

T eoperies

CA Type INTER_BAND_CA

CA Configuration CA 2DL _1UL_n39 n41
Pathloss Model 3GPPTR38.901-7.4.1
Outdoor_Scenario URBAN_MACRO
LOS_NLOS_Selection USER_DEFINED
LOS_Probabillity 1

Shadow Fading Model None

Fading_and_Beamforming = NO_FADING_MIMO_UNIT_GAIN
Table 4-4: gNB >Interface (5G_RAN) >Physical layer properties
3. CBR application source id as 10 and destination id as 8 with packet size as 1460Bytes
and Inter_Arrival_time as 20000us (Generation Rate=0.584). Transport Protocol is set to
UDP. Additionally, the “Start Time(s)” parameter is set to 1s, while configuring the
application.
Set UE height as 10m.
Set other properties to default.
6. The LTENR Radio measurement log file can be enabled as per information provided in
the section 3.20
7. Run Simulation for 20s, after the simulation completes Go to metrics window expand Log

Files option and open LTENR Radio Measurement Log.csv and note down the pathloss.
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[3 simulation Results - X
Link_Metrics
- Application_Metrics [] Detailed View | TCP_Metrics [] Detailed View
Queue. Metrics
Application ID Throughput Plot Application Name  Packets Generated  Packets Recei | Source Destination ~ SegmentSent SegmentReceived  Ack Sent  AckReceived [T
TCP_Metrics
- 1 Application Throughput plot  App1_CBR 950 044 upr_1 ANY_DEVICE 0 0 0 0 0
IP_Metrics
SMF_2 ANY_DEVICE 0 0 0 0 0
# IP_Forwarding Table AMF3 ANY_DEVICE 0 0 0 0 0
UDP Metrics uEs ANY_DEVICE 0 0 0 0 0
* Switch Mac address table ROUTER 9 ANY_DEVICE 0 0 0 0 0
Application_Metrics WIRED.NODE_10  ANY_DEVICE 0 0 0 0 0
LTENR_Cell_Metrics
v Plots
> Link_Throughput
> Application_Throughput
< >« >
Link_Metrics [] Detailed View | Queue_Merics [] Detailed View
Export Results (:xls/.csv) Packets Transmit.. Packets Errored  Packets Collided Device id  Pert.id Queued_pa.. Dequeued.. Dropped_p..
Link D Link Throughput Plot
Print Results (_html) Data Control Data Control Data Control
Al NA 3787 10 6 0 a
1 Link throughput 0 2 0 0 o 0
2 Link throughput 0 2 0 0 o 0
; 3 Link throughput 6 0 1 0 o o
Log Files
4 Link throughput 0 3 0 0 0 0 Ne content in table
5 Link throughput us 0 1 0 0o 0
6 Link throughput 0 3 0 0 0 0
7 Link throughput 0 0 0 0 0o 0 .
< + Netsim doss not calculate eNB/gNE-UE link throughputs in LTE and 5G. Refer ta the LTE NR Cell Metrics
Restore To Original View table available under Network Performance on the top left.

Figure 4-21: Result window

LTENR_Radio_Measuremes v P Search (Alt-Q) Nidhi mariswarn
File ~ Home  Insert  Pagelayout  Formulas  Data  Review View  Help  Table Design © Comments & Share -
n7 = fe || 36.9897 v
A | E | C | D | E | F | & | H J | K | L | M q
1 ~ |gNB/eNB Name| ~ | UE Name - | Di ~|i iated |~ |CA ID [~|channel| - Layer ID[~|Tx | ~ | TotalLoss{dB) | ~| PathLoss{dB) | - | ShadowFadingLoss(dB)| ~ | Rx | L
2| 161 GNB_7 UE 8 30 TRUE 1 PDSCH 1 36.9897 66.07174 66.07174 N/A -29)
3| 161 GNB_7 UE_8 30 TRUE 1 PDSCH 2 36.9897 66.07174 66.07174 N/A -29
4| 161 GNB_7 UE_g 30 TRUE 1 PUSCH 1 19,9897 66.07174 66.07174 N/A -46)
5 | 161 GNB_7 UE_S 30 TRUE 1 PUSCH 2 19.9897 66.07174 66.07174 N/A -46)
6 | 161 GNB_7 UE_8 30 TRUE 15SB N/A a0 66.07174 66.07174 N/A -14|
7| 161 GNB_7 UE_ 8 30 TRUE 2 PDSCH 1 36.9897 68.772718 68.772718 N/A -31.
8 161 GNB_7 UE_8 30 TRUE 2 PDSCH 2 36.9897 68.772718 68.772718 N/A -310
9 161 GNB_7 UE 8 30 TRUE 2 PUSCH 1 19.9897 68.772718 68.772718/N/A -48.
10| 161 GNB_7 UE 8 30 TRUE 2 PUSCH 2 19.9897 68.772718 68.772718 N/A -4,
1] 161 GNB_7 UE_8 30 TRUE 2558 N/A 40 68.772718 68.772718|N/A -16.
12| 161 GNB_7 UE_g 30 TRUE 1 PDSCH 1 36.9897 66.07174 66.07174 N/A -29)
13 161 GNB_7 UE_S 30 TRUE 1 PDSCH 2 36.9897 66.07174 66.07174 N/A -29
14| 161 GNB_7 UE_8 30 TRUE 1 PUSCH 1 19.9897 66.07174 66.07174 N/A -46)|
15 161 GNB_7 UE_ 8 30 TRUE 1 PUSCH 2 19.9897 66.07174 66.07174|N/A -46)|
16 161 GNB_7 UE_8 30 TRUE 2 PDSCH 1 36.9897 68.772718 68.772718 N/A -310
17 161 GNB_7 UE 8 30 TRUE 2 PDSCH 2 36.9897) 68.772718. 68.772718/N/A -31.
18| 161 GNB_7 UE 8 30 TRUE 2 PUSCH 1 19.9897 68.772718 68.772718 N/A -48,
19 161 GNB_7 UE_8 30 TRUE 2 PUSCH 2 139897 68.772718 63.772718|N/A -48.
20| 161 GNB_7 UE_g 30 TRUE 1 PDSCH 1 36.9897 66.07174 66.07174 N/A -29)
21 161 GNB_7 UE_S 30 TRUE 1 PDSCH 2 36.9897 66.07174 66.07174 N/A -29
22| 161 GNB_7 UE_S 30 TRUE 1 PUSCH 1 19.9897 66.07174 66.07174 N/A -46
23| 161 GNB_7 UE_ 8 30 TRUE 1 PUSCH 2 19.9897 66.07174 66.07174|N/A -46|
24 | 161 GNB_7 UE_8 30 TRUE 2 PDSCH 1 36.9897 68.772718 68.772718 N/A -310
25 161 GNB_7 UE_ 8 30 TRUE 2 PDSCH 2 36.9897 68.772718 68.772718 N/A -31
26 | 161 GNB_7 UE 8 30 TRUE 2 PUSCH 1 19.9897 68.772718 68.772718 N/A -48,
27| 161 GNB_7 UE 8 30 TRUE 2 PUSCH 2 19.9897 68.772718 68.772718/N/A 480
LTENR Radio Measurements Log | Pivot Table(Custom) | @) [ ] 0]
Ready 1% Linavailahl 22 M = 3 4 1005

Figure 4-22: LTENR Radio Measurement log.csv file
Go back to the scenario and change the distance between gNB and UE as 30, 50, 70, 100,
300, 500, 700, and 1000 and note down Pathloss value from the log file.

NOTE: The minimum distance for rural macro and urban macro is 35m. Below 35m, the 2D and 3D

distance will be considered as 10m.
4.2.2.2 Non-Line-of-Sight (NLOS)
Settings done in example config file.

1. Set distance between gNB_7 and UE_8 as 30m.
2. Go to gNB properties a Interface (5G_RAN) a PHYSICAL_LAYER
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CA Type INTER_BAND_CA

CA Configuration CA_2DL_1UL_n39_n41
Pathloss Model 3GPPTR38.901-7.4.1
Outdoor_Scenario URBAN_MACRO
LOS_NLOS_Selection USER_DEFINED
LOS_Probabillity 0

Shadow Fading Model None

Fading_and_Beamforming NO_FADING_MIMO_UNIT_GAIN
Table 4-5: gNB >Interface (5G_RAN) >Physical layer properties

Set all other properties same as LOS example.

The LTENR Radio measurement log file can be enabled as per information provided in
the section 3.20.

5. Run Simulation for 20s, after the simulation completes Go to metrics window expand Log

Files option and open LTENR Radio Measurement Log.csv and note down the pathloss.

6. Go back to the scenario and change the distance between gNB and UE as 30, 50, 70,

100, 300, 500, 700, and 1000 and note down Pathloss value from the log file.
4.2.2.3Result
Distance(m) LOS Pathloss(dB) NLOS pathloss (dB)
CC1 CC2 Avg CC1 CC 2 Avg

30 66.07 68.77 67.42 71.74 74.44 73.09

50 70.95 73.65 72.30 80.41 83.11 81.76

70 74.16 76.86 75.51 86.12 88.82 87.47

100 77.57 80.27 78.92 92.17 94.87 93.52

300 88.07 90.77 89.42 110.82 113.52 112.17

500 92.95 95.65 94.30 119.49 122.19 120.84

700 96.16 98.86 97.51 125.20 127.90 126.55

1000 99.57 102.27 100.92 131.25 133.95 132.60

Table 4-6: Results Comparison for LOS and NLOS pathloss vs. Distance
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Figure 4-23: Plot of Distance vs. Avg Pathloss
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4.2.3 Urban-Micro
4.2.3.1Line-of-Sight (LOS)

Settings done in example config file

1. Set distance between gNB_7 and UE_8 as 30m.
2. Go to gNB properties - Interface (5G_RAN) - PHYSICAL_LAYER

CA Type INTER_BAND_CA

CA Configuration CA_2DL_1UL_n39_n41
Pathloss Model 3GPPTR38.901-7.4.1
Outdoor_Scenario URBAN_MICRO
LOS_NLOS_Selection USER_DEFINED
LOS_Probabillity 1

Shadow Fading Model None

Fading _and_Beamforming NO_FADING_MIMO_UNIT_GAIN

Table 4-7: gNB >Interface (5G_RAN) >Physical layer properties

3. CBR application source id as 10 and destination id as 8 with packet size as 1460Bytes
and Inter_Arrival_time as 20000us (Generation Rate=0.584). Transport Protocol is set to
UDP. Additionally, the “Start Time(s)” parameter is set to 1s, while configuring the
application.
Set UE height as 10m.
Set other properties to default.
The LTENR Radio measurement log file can be enabled as per information provided in
the section 3.20

7. Run Simulation for 20s, after the simulation completes Go to metrics window expand Log

Files option and open LTENR Radio Measurement Log.csv and note down the Pathloss.

[ simulation Results - b
Link_Metrics
- Application_Metrics [] Detailed View | TCP_Metrics [ Detailed View
Queue_Metrics
Application 1D Throughput Plot Application Name  Packets Generated  Packets Recei | Source Destination ~ SegmentSent SegmentReceived AckSent  AckReceived ©
TCP_Metrics
- 1 Application Throughput plot  App1_CBR 950 944 UPF_1 ANY_DEVICE 0 0 0 0 0
1P_Metrics
SMF_2 ANY_DEVICE 0 0 0 0 0
7 IP-Fewarding_Table AMF_3 ANY_DEVICE 0 0 0 0 0
UDF Metrics UEs ANY_DEVICE 0 0 0 0 0
> Switch Mac address table ROUTER 0 ANY DEVICE 0 0 0 o 0
Application_Metrics WIRED_NODE_10  ANY_DEVICE 0 0 0 0 0

LTENR_Cell_Metrics
v Plots

> Link_Throughput

> Application_Throughput

Link_Metrics [ Detailed View | Queue_Metrics [ Detailed View

Export Results (.xIs/.csv) Packets Transmit.. Packets Errored  Packets Collided Deviceid  Port_id Queued_pa.. Dequeved_.. Dropped_p..
Link D Link Throughput Plot

Print Results (-html) Data Contol Data Control Data Control
Al NA 3787 10 6 0 0 0
1 Link throughput 0 2 0 0 0
2 Link throughput 0 0 0 0 0
3 Link throughput 96 0 1 0 0 0

Log Files . "
- 3 o content in table
[TENR_Radio_Measurements_Lod * Link throughput 0 : 0 0 0 0

5 Link throughput 95 0 1 0 0 0
6 Link throughput 0 3 0 0 0 0
7 Link throughput 0 0 0 0 0 0

> NetSim does not calculate eNB/gNB-UE link throughputs in LTE and 5G. Refer to the LTE NR Cell Metrics

Restore To Original View | '2ble available under Networ Perfarmance on the tap lef

Figure 4-24: Result window
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File  Home  Insert  Pagelayout  Formulas  Data  Review  View  Help  Table Design © Comments 12 Share ~

K1 < £ | PathLoss(dB) v
A B [ D E F ] H 1 ] K L M EI
1 i ~ |gNB/eNB Name |~ | UE Name| - Di: ~li i ~|ca 1D [~|channel[ - [Layer D[~ |Tx_Po ~ | TotalLoss(dB) - | PathLoss(dB)| ~ | shadowFadingLoss(dB) [ | Rx_Power(dil
2 161 GNB UE 8 30 TRUE 1 PDSCH 1 36.9897 68.994618 68.994618 N/A -32.
3 161 GNB_7 UE 8 30 TRUE 1/PDSCH 2 36.9897 68.994618 68.994618 N/A -32.
4 161 GNB_7 UE 8 30 TRUE 1 PUSCH 1 19.9857 68.994618 68.994618 N/A -49,
5 161 GNB_7 UE_8 30 TRUE 1/PUSCH 2 19.9897 63.994618 68.994618 N/A -49.
6 161 GNB_7 UE 8 30 TRUE 1558 N/A a0 68.994618 68.994618 N/A -16.
7 161 GNB_7 UE 8 30 TRUE 2 PDSCH 1 36.9897 71.695597 71.695597 N/A -34.
8 161 GNB_7 UE 8 30 TRUE 2 PDSCH 2 36.9897 71.695597 71.695597 N/A -34.
9 161 GNB_7 UE_8 30 TRUE 2/PUSCH 1 19.9897 71.695597 71.695597 N/A -51.
10 161 GNB_7 UE_8 30 TRUE 2 PUSCH 2 19.9857 71.695597 71.695597 N/A -51.
1 161 GNB_7 UE 8 30 TRUE 2/ssB N/A 40 71.695597 71.695597 N/A -19.
12 161 GNB_7 UE 8 30 TRUE 1 PDSCH 1 36.9897 68.994618 68.994618 N/A -32.
13 161 GNB_7 UE_8 30 TRUE 1/PDSCH 2 36.9857 63.934618 68.994618 N/A -32.
14 161 GNB_7 UE_8 30 TRUE 1 PUSCH 1 19.9857 68.994618 68.994618 N/A -49.
15 161 GNB_7 UE 8 30 TRUE 1 PUSCH 2 19.9897 68.994618 68.994618 N/A -49.
16 161 GNB_7 UE 8 30 TRUE 2 PDSCH 1 36.9897 71.695597 71.695597 N/A -34.
17 161 GNB_7 UE 8 30 TRUE 2/PDSCH 2 36.9857 71.695597 71.695597 N/A -34.
18 161 GNB_7 UE_8 30 TRUE 2 PUSCH 1 19.9897 71.695597 71.695597 N/A -51.
19 161 GNB_7 UE 8 30 TRUE 2 PUSCH 2 19.9897 71.695597 71.695597 N/A -51.
20 161 GNB UE 8 30 TRUE 1 PDSCH 1 36.9897 68.994618 68.994618 N/A -32.
21 161 GNB_7 UE 8 30 TRUE 1/PDSCH 2 36.9857 68.994618 68.994618 N/A -32.
22 161 GNB_7 UE_8 30 TRUE 1 PUSCH 1 19.9897 68.994618 68.994618 N/A -49.
23 161 GNB_7 UE_8 30 TRUE 1/PUSCH 2 19.9897 68.994618 68.994618 N/A -49.
24 161 GNB_7 UE 8 30 TRUE 2 PDSCH 1 36.9897 71.695597 71.695597 N/A -34.
25 161 GNB_7 UE 8 30 TRUE 2 PDSCH 2 36.9897 71.695597 71.695597 N/A -34.
2% 161 GNB_7 UE_8 30 TRUE 2 PUSCH 1 19.9857 71.695597 71.695597 N/A 51
27 161 GNB_7 UE_8 30 TRUE 2/PUSCH 2 19.9897 71.695597 71.695597 N/A L)
LTENR Radio_Measurements Log Pivot Table(Custom) ® [« 0|

Ready % Accessibility: Unavailable

Average: 70.3451075 _ Count: 317445 Sum: 22330632.31

Figure 4-25: LTENR Radio Measurement log.csv file

] 0 ———§——+ 100%

Go back to the scenario and change the distance between gNB and UE as 30, 50, 70, 100,
300, 500, 700, and 1000 and note down Pathloss value from the log file.

4.2.3.2Non-Line-of-Sight (NLOS)

Settings done in example config file

1. Set distance between gNB_7 and UE_8 as 30m.
2. Go to gNB properties - Interface (5G_RAN) > PHYSICAL_LAYER.

CA Type
CA Configuration
Pathloss Model
Outdoor_Scenario
LOS_NLOS_Selection
LOS_Probabillity
Shadow Fading Model
Fading_and_Beamforming

Table 4-8: gNB >Interface (5G_RAN) >Physical layer properties

INTER_BAND_CA

CA_2DL_1UL_n39 n4l
3GPPTR38.901-7.4.1

URBAN_MICRO
USER_DEFINED

0
None

NO_FADING_MIMO_UNIT_GAIN

3. Set all other properties same as LOS example.

The LTENR Radio measurement log file can be enabled as per information provided in
the section 3.20.

5. Run Simulation for 20s, after the simulation completes Go to metrics window expand Log

Files option and open LTENR Radio Measurement Log.csv and note down the pathloss.

6. Go back to the scenario and change the distance between gNB and UE as 30, 50, 70,
100, 300, 500, 700, and 1000 and note down Pathloss value from the log file.
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4.2.3.3Result
Distance(m) LOS Pathloss (dB)
CC1 CC2 Avg
30 68.99 71.69 70.34
50 73.65 76.35 75.00
70 76.72 79.42 78.07
100 79.97 82.67 81.32
300 89.99 92.69 91.34
500 94.65 97.35 96.00
700 97.72 100.42  99.07
1000 100.97 103.67 102.32

Ver 14.0

NLOS pathloss (dB)

CCl1
77.92
85.76
90.91
96.38
113.22
121.06
126.21
131.68

CC 2
80.80
88.63
93.79
99.26
116.10
123.93
129.09
134.56

Avg
79.36
87.195
92.35
97.82
114.66
122.495
127.65
133.12

Table 4-9: Results Comparison for LOS and NLOS pathloss vs. Distance
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Figure 4-26: Plot of Distance vs. Avg Pathloss

4.2.4 Indoor-Office

1000

The following network diagram illustrates, what the NetSim Ul displays when you open the

example configuration file.
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Wired_Node_10

Building_1

Vi

N§_7
9_?? 584 Kbps DL
om b oy

Figure 4-27: Network Topology for this experiment
4.2.4.1Line-of-Sight (LOS)

Settings done in example config file

1. Drop the building and drop gNB and UE inside the building.
2. Set distance between gNB_7 and UE_8 as 10m.
3. Go to gNB properties - Interface (5G_RAN) > PHYSICAL_LAYER.

CA Type INTER_BAND_CA

CA Configuration CA _2DL _1UL_n39 n41
Pathloss Model 3GPPTR38.901-7.4.1
Outdoor_Scenario RURAL_MACRO
LOS_NLOS_Selection USER_DEFINED
LOS_Probabillity 1

Indoor Scenario INDOOR_OFFICE

Shadow Fading Model None
Fading_and_Beamforming NO_FADING_MIMO_UNIT_GAIN

02l Building Penetration Model = LOW_LOSS MODEL
Table 4-10: gNB >Interface (5G_RAN) >Physical layer properties
4. CBR application source id as 10 and destination id as 8 with packet size as 1460Bytes
and Inter_Arrival_time as 20000us (Generation Rate=0.584). Transport Protocol is set to
UDP. Additionally, the “Start Time(s)” parameter is set to 1s, while configuring the
application.
Set UE height as 10m.
Set other properties to default.
The LTENR Radio measurement log file can be enabled as per information provided in
the section 3.20.
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8. Run Simulation for 20s, after the simulation completes Go to metrics window expand Log

Files option and open LTENR Radio Measurement Log.csv and note down the Pathloss.

Simulation Results

Link_Metrics

Application_Metrics [] Detailed View | TCP_Metrics [ Detailed View
Queue_Metrics
Application ID  Throughput Plat Application Name  Packets Generated  Packets Recei| Source Destination ~ SegmentSent SegmentReceived  AckSent  AckReceived [
TCP’Me_t"“ 1 Application Throughput plot  App1_CBR 950 944 UPF_1 ANY_DEVICE 0 o 0 0 0
1P_Metrics SMF_2 ANY_DEVICE 0 0 0 0 0
> IP_Forwarding_Table AMF 3 ANY DEVICE 0 a 0 ] 0
UDP Metrics UES ANY_DEVICE 0 0 0 0 0
> Switch Mac address table ROUTER O ANY DEVICE 0 o 0 0 0
Application_Metrics WIRED_NODE_10  ANY_DEVICE 0 0 0 0 0

LTENR_Cell_Metrics
¥ Plots
> Link_Throughput

> Application_Throughput
5|<

‘

Link_Metrics [] Detailed View | Queue_Metrics [ Detailed View
Export Results (.xls/.csv) Packets Transmit.. Packets Errored  Packets Collided Device_id  Port_id Queued_pa.. Dequeued_. Dropped_p..
Link 1D Link Throughput Plat
Print Results (_html) Data Contrel Data Control Data  Control
Al A 3787 10 6 0 0 -
1 Link throughput 0 2 0 0 0 0
2 Link throughput 0 0 0 0 0
3 Link throughput 96 0 1 0 0 0
Log Files
4 Link throughput 0 H 0 0 0 0 No content in table
5 Link throughput 95 0 1 0 0 0
5 Link throughput 0 2 0 0 0 0
7 Link throughput 0 0 0 0 0 0 .
< » NetSim does nat calculate eNB/gNE-UE link throughputs in LTE and 5G. Refer to the LTE NR Cell Metrics

table available under Metwork Performance on the top left.

Restore To Original View

- X

>

Figure 4-28: Results Window

AutaSave LTENR Radio_Measurements Lo P Search (A= Q) Nidhi mariswamy ® L @ - 0
File  Home  Insert  Pagelayout  Formulas  Data  Review  View Help  Table Design 3 Comments 15 Share v
K1 - £ PathLoss(dB) hd
A B c D E F [ H J K L M E‘
1 i ~|gNB/eNB Name| ~ | UE Name| | Di i iated|~ |CA_ID [+ |Channel|~[Layer ID] ~ | Tx | | TotalLoss(dB) - |PathLoss(dB) | ingloss(dB)|~ | Rx_F L
2 161 GNB_7 UE_8 10 TRUE 1 PDSCH 1 36.9897 55.275072 55.275072|N/A -18.
3 161 GNB_7 UE_S 10 TRUE 1/PDSCH 2 36.9897 55.275072 55.275072|N/A -18.
4 161 GNB_7 UE & 10 TRUE 1 PUSCH 1 19.9837 55.275072 55.275072|n/A -35.
5 161 GNB_7 UE 8 10 TRUE 1/PUSCH 2 19.9897 55.275072 55.275072|N/A -35.
6 161 GNB_7 UE_8 10 TRUE 1558 N/A 0 55.275072 55.275072|N/A -3.
7 161 GNB_7 UE_S 10 TRUE 2|PDSCH 1 36.9897 57.97605 57.97605(N/A -20
8 161 GNB_7 UE 8 10 TRUE 2 PDSCH 2 36.9897 57.97605| 57.97605(N/A -20
9 161 GNB_7 UE 8 10 TRUE 2|PUSCH 1 19.9897 57.97603] 57.97605N/A -37,
10 161 GNB_7 UE_S 10 TRUE 2 PUSCH 2 19.9897 57.97605 57.97605(N/A -37,
1 161 GNB_7 UE_S 10 TRUE 2/558 N/A 0 57.97603] 57.97605(N/A -5.
12 161 GNB_7 UE 8 10 TRUE 1 PDSCH 1 36.9897 55.275072 55.275072|n/A -18.
13 161 GNB_7 UE 8 10 TRUE 1/PDSCH 2 36.9897 55.275072 55.275072|N/A -18.
14 161 GNB_7 UE_S 10 TRUE 1 PUSCH 1 19.9897 55.275072 55.275072|N/A -35.
15 161 GNB_7 UE 8 10 TRUE 1/PUSCH 2 19.9837 55.275072 55.275072 /A -35.
16 161 GNB_7 UE 8 10 TRUE 2 PDSCH 1 36.9897 57.97605| 57.97605(N/A -20
17 161 GNB_7 UE_8 10 TRUE 2|PDSCH 2 36.9897 57.97605 57.97605(N/A -20
18 161 GNB_7 UE_S 10 TRUE 2 PUSCH 1 19.9897 57.97605 57.97605(N/A -37,
19 161 GNB_7 UE 8 10 TRUE 2|PUSCH 2 19.9897 57.97605] 57.97605(N/A -37]
20 161 GNB_7 UE 8 10 TRUE 1 PDSCH 1 36.9897 55.275072 55.275072|N/A -18.
21 161 GNB_7 UE_S 10 TRUE 1/PDSCH 2 36.9897 55.275072 55.275072|N/A -18.
22 161 GNB_7 UE_S 10 TRUE 1 PUSCH 1 19.9897 55.275072 55.275072|N/A -35.
23 161 GNB_7 UE 8 10 TRUE 1/PUSCH 2 19.9897 55.275072 55.275072|N/A -35.
24 161 GNB_7 UE 8 10 TRUE 2 PDSCH 1 36.9897 57.97605| 57.97605(N/A -20
25 161 GNB_7 UE_S 10 TRUE 2|PDSCH 2 36.9897 57.97605 57.97605(N/A -20
2% 161 GNB_7 UE_S 10 TRUE 2 PUSCH 1 19.9897 57.97605 57.97605(N/A -37,
27 161 GNB_7 UE 8 10 TRUE 2|PUSCH 2 19.9897 57.97605| 57.97605(N/A g
LTENR Radio_Measurements Log | Pivot Table{Custom) @ [«I ] DO}
Ready T Accessibility: Unavailable Average: 56.625561 Count 317445  Sum: 17975444.50 H M - —— 10

Figure 4-29: LTENR Radio Measurement log.csv file

Go back to the scenario and change the distance between gNB and UE as 10, 20, 30, 40, 50,

60, 70, 80, 90, and 100 and note down Pathloss value from the log file.
4.2.4.2Non-Line-of-Sight (NLOS)
Settings done in example config file

1. Drop the building and drop gNB and UE inside the building.
2. Set distance between gNB_7 and UE_8 as 10m.
3. Go to gNB properties - Interface (5G_RAN) - PHYSICAL_LAYER.
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INTER_BAND_CA
CA_2DL_1UL_n39 n4l

CA Type

CA Configuration

Pathloss Model

Outdoor_Scenario

LOS_NLOS Selection

LOS_Probabillity
Indoor Scenario

Shadow Fading Model

Fading _and_Beamforming
02l Building Penetration Model

3GPPTR38.901-7.4.1

RURAL_MACRO
USER_DEFINED

0

INDOOR_OFFICE

None

NO_FADING_MIMO_UNIT_GAIN
LOW_LOSS MODEL

Table 4-11: gNB >Interface (5G_RAN) >Physical layer properties
Set all other properties same as LOS example.

The LTENR Radio measurement log file can be enabled as per information provided in

the section 3.20.

6. Run Simulation for 20s, after the simulation completes Go to metrics expand Log Files

option and open LTENR Radio Measurement Log.csv and note down the pathloss.

7. Go back to the scenario and change the distance between gNB and UE as 10, 20, 30, 40,
50, 60, 70, 80, 90, and 100 and note down pathloss values from the log file.

4.2.4.3Result
Distance(m)

10
20
30
40
50
60
70
80
90
100

LOS Pathloss (dB)

CCl1
55.27
60.48
63.52
65.69
67.36
68.73
69.89
70.89
71.78
72.57

CC2
57.97
63.18
66.23
68.39
70.06
71.43
72.59
73.59
74.48
75.27

Avg
56.62
61.83

64.875
67.04
68.71
70.08
71.24

72.24
73.13
73.92

NLOS pathloss (dB)

CCl1
62.54
74.07
80.81
85.59
89.31
92.34
94.90
97.12
99.08

100.84

CC 2
65.90
77.43
84.17
88.96
92.67
95.70
98.27
100.49
102.45
104.20

Avg
64.22
75.75
82.49
87.27
90.99
94.02
96.58
98.80

100.76
102.52

Table 4-12: Results Comparison for LOS and NLOS pathloss vs. Distance
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Figure 4-30: Plot of Distance vs. Avg Pathloss
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4.3 Effect of UE distance on throughput in FR1 and FR2

In this example we understand how the downlink UDP throughput of a UE varies as its distance

from a gNB is increased. Rebuild the code to enable logs per Section 3.20 in this manual.

Open NetSim, Select Examples ->5G NR ->Distance vs Throughput then click on the tile in

the middle panel to load the example as shown in below screenshot.

[ NetSim Home

NetSim Standard

Network Simulation/Emulation Platform

Version 14.0.26 (64 Bit)

New Simulation
Your Work
Examples

Experiments

License Settings

Bxit

Support

CuleN

ctl-0

AlteF4

Example Simulations

Internetworks

Cellular Networks

Advanced Routing

Mobile Adhoc Networks

Software Defined Networks

10T-WSN

Cognitive Radio Networks

UTE and LTE-A

VANETs

Satellite Communication
4 1 5GAR

I Distance vs Pathloss

FR1

In this example, we understand how the downlink UDP throughput of a UE varies as its distance from a gNB

is increased.

4[Distance vs Throughput
FR1
FR2

‘9NB and UE 100m

Distance between gNB - UE: 100m
CA configuration: CA 201 TUL n39 n41
CAl-Numerology: 2

CA1-Channel bandwidth: 40 MHz
CA2-Numerology: 2

CA2-Channel Bandwidth:100 MHz

‘gNB and UE 300m

Distance between gNB - UE: 300m
cA CA 2DL 1UL n39 nd1

I Scheduling
I Max Throughput vs Bandwidth and Numerology
I Qutdoor vs Indoor
I 4Gvs 56
I 5G Peak Throughput
I gNB cell radius for different data rates
I Distance vs Throughput n261 band
5G Log File and Packet Trace
Max Throughput vs MCS and CQI

CAT-Numerology: 2
CAT-Channel bandwidth: 40 MHz
CA2-Numerology: 2

CA2-Channel Bandwidth:100 MHz

‘GNB and UE 500m

Distance between N8 - UE: 500m
CA configuration: CA 20L 1UL n39 nd1

‘gNB and UE 200m

Distance between gN8 - UE: 200m
CA configuration: CA 201 1UL n39 nd1
CA1-Numerology: 2

CA1-Channel bandwidth: 40 MHz
CA2-Numerology: 2

CA2-Channel Bandwidth:100 MHz

NB and UE 400m

Distance between gN8 - UE: 400m
CA configuration: CA 2DL 1UL 39 n41
CAT-Numerology: 2

CA1-Channel bandwidth: 40 MHz
CA2-Numerology: 2

CA2-Channel Bandwidth:100 MHz

N and UE 600m

Distance between gNB - UE: 600m
CA CA 20L 1UL n39 nd1

Results

499

§gzzsssys

Ready to simulate scenarios to understand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then click on 3 tile in the middle panel to Ioad the simulation. Click on the book icon on

the left (Example Simulations) panel to view documentation (pd).

Learn

Documentation

Contact Us

Email - sales@tetcos.com

Phone - +91 767 605 4321
Website t m

Figure 4-31: List of scenarios for the example of Distance vs Throughput

The following network diagram illustrates, what the NetSim Ul displays when you open the

example configuration file.
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Figure 4-32: Network set up for studying the Distance vs Throughput
4.3.1 Frequency Range - FR1

Settings done in example config file.

1. Set grid length as 2000m from Environment setting.

2. Set distance between gNB_7 and UE_8 as 100m.

3. Go to gNB properties - Interface (5G_RAN) - PHYSICAL_LAYER, set the following

properties as shown below Table 4-14.

CA_Type INTER_BAND_CA
CA_Configuration CA_2DL_1UL_n39_n41
CAl
Numerology 2
Channel Bandwidth 40 MHz
CA2
Numerology 2
Channel Bandwidth 100 MHz
Pathloss Model 3GPPTR38.901-7.4.1
Shadow Fading Model = None
Fading NO_FADING_MIMO_UNIT_GAIN
Outdoor_Scenario URBAN_MACRO
LOS_NLOS_Selection USER_DEFINED
LOS_Probabillity 0
MCS Table QAMLOWSE
CQI Table TABLE3

Table 4-13: gNB >Interface (5G_RAN) >Physical layer properties

4. SetTx_Antenna_Count and Rx_Antenna Count in gNB as 2 and 2.
5. Set Tx_Antenna_Count and Rx_Antenna_Count in UE as 2 and 2.
6. Go to Application properties and set the following properties as shown below Table 4-15.

Application Properties

Source_|d 10
Destination_Id 8
QoS UGS

Transport Protocol =~ UDP
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Packet_Size 1460Bytes
Inter_Arrival_time 23us
Start_Time 1s

Table 4-14: Application properties
7. The LTENR Radio measurement log file must be enabled from the design window.

e Logs can be enabled by clicking on the icon in Configure Reports option as shown

below.
[N File options  Help | NetSim Simulation - 5G_NR_SA
¥ Create Scenario T Set Traffic i1l Configure Reports [ Show/Hide Info
¥| Network Performance [J Application Throughput [[] Packet Trace All Network Packets LOG v Reinjected from Emulator | LOG v

=

[ Link Throughput [ Event Trace Dispatched to Emulator LOG - Not Dispatched to Emulator LOG -

Enable Logs Tabular Summary Plots Traces Emuiator Logs

Figure 4-33: Enabling log files in NetSim GUI.
o Selectthe LTENR Radio Measurements log and click on OK.

ORI »
Q
3
4 Network logs
LTENR Radio Measurements Log ¥
¥
LTENR Resource Allocation Log 2
a
LTENR Handover TTT Log
LTENR Code Block Log
(7
LTENR OLLA Log 7
4 Additional Logs
|IEEEB02.11 Radio Measurements Log >
3
|EEE 802.11 Backoff Log §'
"6'.
IEEE 802.11 Log 2
OSPF Log
OSPF Helle Log 5
|

TCP Log

Figure 4-34: Enabling LTENR Radio Measurements Log
8. Run Simulation for 2s, after simulation completes go to metrics window and note down

throughput value from application metrics.

Go back to the scenario and change the distance between gNB and UE as 200, 300, 400, 500,
600, 700, 800, 900, and 1000m and note down throughput from the results window. The other
parameters in table shown below can be noted down from the LTE NR Radio measurement

logs.
4.3.2 Frequency Range - FR2

Settings done in example config file
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Set grid length as 2000m from Environment setting.
Set distance between gNB_7 and UE_8 as 50m.
Go to gNB properties - Interface (5G_RAN) - PHYSICAL_LAYER, set the following

properties as shown below Table 4-17.

Physical Layer Properties

Frequency Range

CA Type

CA Configuration
Numerology

CAl, CA2 3

Pathloss Model

Shadow Fading Model

Fading and Beamforming

Outdoor Scenario

LOS NLOS Selection

LOS Probability

MCS Table

CQIl Table

FR2
INTRA_BAND_CONTIGUOUS_CA
CA_n258G

Channel Bandwidth (MHz) per carrier
400

3GPPTR38.901-7.4.1

None
NO_FADING_MIMO_UNIT_GAIN
URBAN_MACRO
USER_DEFINED

0

QAM256

TABLE2

Table 4-15: gNB >Interface (5G_RAN) >Physical layer properties
4. Set Tx_Antenna_Count and Rx_Antenna Count in gNB as 2 and 2.
5. Set Tx_Antenna_Count and Rx_Antenna_Count in UE as 2 and 2.

6. Go to Application properties and set the following properties as shown below Table 4-18.

Application Properties

Source_ld
Destination_ld
QoS

Transport Protocol

Packet_Size

Inter_Arrival_time

Start_Time

10

8

UGS

UDP
1460Bytes
2Us

1s

Table 4-16: Application properties
7. The LTENR Radio measurement log file can be enabled as per the information provided

in Section 3.20.

8. Run Simulation for 1.05s, after simulation completes go to metrics window and note down

throughput value from application metrics.

Go back to the scenario and change the distance between gNB and UE as 50, 100, 150, and

200 and note down throughput from the results window. The other parameters in the table

shown below can be noted down from the LTENR Radio Measurement log.csv

Results
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NOTE: Filter the CC_ID to 1 in the LTENR Radio measurement log file and same values have been
considered in the tables given below. (SNR and CQI are shown for downlink Layerl).

Code Rate
Distance(m) Fathioss cal Modulation R*[1024] Throughput
((e]2)) Index (MCS) (Mbps)
100 97.33 37.46 15 64QAM 772 507.57
200 109.05 25.74 15 64QAM 772 507.57
300 115.92 18.86 15 64QAM 772 507.57
400 120.80 13.98 15 64QAM 772 448.12
500 124.59 10.20 13 64QAM 567 289.32
600 127.68 7.11 11 16QAM 616 183.52
700 130.30 4.49 10 16QAM 490 129.69
800 132.56 2.22 8 QPSK 602 79.58
900 134.56 0.22 7 QPSK 449 51.35
1000 136.35 -1.55 6 QPSK 308 36.19

Table 4-17: FR1 - Variation of pathloss, SNR, CQI, Modulation, code rates and throughput as the

distance of the UE from the gNB is increased.

Code Rate
. Pathloss  SNR MCS . Throughput
Distance(m) Modulation R*[1024]

(1= (1= Index (MCS) (Mbps)
50 108.43 16.36 19 64QAM 873 2692.94
100 120.01 4.77 7 16QAM 490 1013.12
150 126.86 -2.06 1 QPSK 308 186.41
200 131.73 -6.94 0 QPSK 120 106.52

Table 4-18: FR 2 - Variation of pathloss, SNR, MCS, Modulation, code rates and throughput as the

distance of the UE from the gNB is increased.

Increase in distance leads to an increase in pathloss, which in turn hence leads to lower
received power (and lower SNR). The lower SNR leads to a lower MCS, in turn a lower CQI
and thereby results in lower throughputs. The drop for FR2 happens at a much faster rate in
comparison to FR1. Note that the number of information bits is got from then Transport Block
Size Determination calculations given in Transport block size (TBS) determination. The
throughput would depend on the TBS.

4.4 Impact of MAC Scheduling algorithms on throughput, in
a multi-UE scenario

In this example we understand how the scheduling algorithm affects the UDP download
throughput of a multi-user (UE) system where the UEs are at different distances from the gNB.
Open NetSim, Select Examples ->5G NR ->Scheduling then click on the tile in the middle
panel to load the example as shown in below screenshot
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NetSim Home - x
NetSim Standard
Network Simulation/Emulation Platform
Version 14,0.26 (64 Bit)

New Simulation Ctid=N  Example Simulations UEs at different distances and channel is not time varying Results

Your Work Curl+0 Intemetworks i This exsmple provides an understanding of the scheduling slgerithm of Max throughput Proportinal fair

Celluler Networls and Round robin and its effects on UDP download throughput of a multi-user (UE) system where the UEs
|exempies are at different distances from the ghB.
Advanced Routing
Experiments Mobile Adhac Networks Round Robin Proportional Fair
Software Defined Networks 1=
10T-WsN Scheduling type: Round Rabin Scheduling type: Proportional Fair N SR
Cogritive Radio Netvorks Outdoor Scenario: URBAN_MACRO | | Outdoar Scenario: URBAN_MACRO | - e w
LTE and LTE-A 1 Pathloss Modzl: 3GPPTR38001-7.41 | | Pathloss Model: 3GPPTR38.901-7.41 . 0 T e : 0
VANETs Shadow Fading Modek None Shadow Fadiing Model: Nane | - J -
_ Fading and Beamforming Fading and Beamforming: :
Satellite Communication NO FADING MIMO UNIT GAIN NO FADING MIMO UNIT GAIN | i
4 SGNR 1 =
I Distance vs Pathloss
I Distance vs Throughput M Theoughpet
4| scheduling
UEs at cifferent distances and channel & not time vaying | | < p.adying type: Max Througheot
UE 3t cifferent distances with 3 time varying channel Outdoor Scenario: URBAN_MACRO
| Wax Throughput vs Bandwidth and Numeraiogy Pathloss Model: 3JGPPTRIB901-T4.1
B b Ousdoor vs Indoor Fading and Beamforming Scheduling _ Appiication 1 _ Application 2 Application 3 Aggropate
License Settings I 4G v 3G : Roura Rotn GE 007 6% 6%
NO FADING MIMO UNIT GAIN e el T T
I 5G Peak Throughput oot
Exit AlteFd e Max Thoughpt 19138 [ o 19138
I gINB cell radius for different data rates
© Distance vs Throughput n261 band
5G Log File and Packet Trace
Max Throughput vs MCS and CQI
Ready to simulate scenarios to understand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then dlick on a file in the middle pane! to load the simulation. Click on the book icon on
the Ieft (Example Simulations) panel to view documentation (pdl).

Support Leam Documentation Cantact Us

. Emal - sales@tetcos.com
Phone - <81 767 605 4321
Website:: v tetcos.com

Figure 4-35: List of scenarios for the example of Scheduling
4.4.1 Multi UE throughput with UEs at different distances and channel is not
time varying.

The following network diagram illustrates what the NetSim Ul displays when you open this
example configuration file.

UE_10

— 1500 m — Tr\na‘:n-.»cell:gw.omm —  2500m
Ant_9

2000 m

Figure 4-36: Network set up for studying the Scheduling example.

Configuring the scheduling algorithm, and parameter settings in example config files

1. Set grid length as 5000m from Environment setting.
2. Set distance as follows.
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b. gNB_7 to UE_11 = 2000m, and
c. gNB_7 to UE_12 = 2500m
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3. Go to gNB properties - Interface (5G_RAN), set the following properties as shown below

Table 4-22. In the first sample the scheduling type is set to Round Robin, in the second to

Proportional fair, and in the third to Max throughput.

C  Poperies
Data Link Layer Properties

Varies: Proportional Fair,
throughput, Round Robin

Physical Layer Properties

Scheduling Type Max

CA Type SINGLE_BAND
CA Configuration n78

CC1
Numerology 1
Channel Bandwidth 100 MHz

Outdoor Scenario URBAN_MACRO
LOS NLOS Selection USER_DEFINED
LOS Probability 1

Pathloss Model

Shadow Fading Model
Fading and Beamforming

None

3GPPTR38.901-7.4.1

NO_FADING_MIMO_UNIT_GAIN

Table 4-19: gNB >Interface (5G_RAN) >Data Link layer properties

4. Set Tx Antenna Count as 1 and Rx Antenna Count as 1 in gNB properties.
5. Set Tx Antenna Count as 1 and Rx Antenna Count as 1 in all the UEs.

6. Go to Application properties and set the following properties as shown below Table 4-23.

Application Properties

Application 1  Application 2  Application 3

Application Type CBR CBR CBR

Source ID 10 10 10
Destination ID 8 11 12

QoS UGS UGS UGS
Transport Protocol UDP UDP UDP

Packet Size 1460Bytes 1460Bytes 1460Bytes
Inter-arrival time 10us 10us 10us

Start Time 1s 1s 1s

Table 4-20: Application properties

7. Run Simulation for 1.5s and note down throughput value in the results window in each

sample. Recall that each sample has a different scheduling algorithm configured.

Results and discussions

The results with all the three UEs simultaneously downloading data is as given below.

Throughput (Mbps)
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Scheduling Application 1 | Application2 = Application 3 | Aggregate

Round Robin 63.93 36.67 16.39 116.99
Proportional Fair 63.93 36.67 16.39 116.99
Max Throughput 191.36 0 0 191.36

Table 4-21: UDP download throughputs for different scheduling algorithms when all three 3 UEs
simultaneously downloading data

Next, consider a scenario with only one of the UEs seeing DL traffic (we don’t provide inbuilt
configuration file for this, and since it is a simple exercise for a user) First, run for the UE at
1500m, then for UE at 2000m and finally for UE at 2500m. This gives the maximum achievable
throughput per node since the gNB resources (bandwidth) is not shared between 3 UEs and

is fully dedicated to just one UE. The results are below.

UE 1 alone has full

1500 1 191.36 buffer DL traffic
UE 2 alone has full

2000 2 110.16 buffer DL traffic

2500 . 4926 UE 3 alone has full

buffer DL traffic
Table 4-22: UE throughputs if they were run standalone (without the other UEs downloading data)

The PHY rate is decided per the received SNR. Therefore, a UE closer to the gNB will get a
higher date rate than a UE further away. In this example the distances from the gNB are such
that UE10_ Distance > UE9 Distance > UE8 Distance.

In Round Robin PRBs are allocated equally among all three nodes. However, throughputs are
in the order UE8 > UE9 > UE10 because of their distances from the gNB. The individual
throughputs seen by each of the UEs is exactly § of the throughput as shown in Table 4-22.The

PF scheduler results will match that of the RR scheduler since the channel is not time varying.
In Max throughput scheduling the PRBs are allocated such that the system gets the maximum
download throughput. The nearest UE will get all the resources and its throughput will be 3

times the throughput of the UE which got the max throughout in RR.
4.4.2 Multi UEs at different distances with atime varying channel

Configuring the scheduling algorithm, and parameter settings will remain the same for the case
below.

Changes in the gNB properties are as follows.

1. Go to gNB properties a Interface (5G_RAN), set the following properties as shown below.
In the first sample the scheduling type is set to Round Robin, in the second to Proportional
fair, and in the third to Max throughput.

\ Properties

Data Link Layer Properties
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Scheduling Type Varies: Proportional Fair, Max throughput,

Round Robin
Physical Layer Properties
CA Type SINGLE_BAND
CA Configuration n78
CC1
Numerology 1
Channel Bandwidth 100 MHz
Outdoor Scenario URBAN_MACRO
LOS NLOS Selection USER_DEFINED
LOS Probability 1
Pathloss Model 3GPPTR38.901-7.4.1
Shadow Fading Model None
Fading and Beamforming RAYLIEGH _WITH_EIGEN BEAMFORMING

Table 4-23: gNB >Interface (5G_RAN) >Data Link layer properties
2. Run Simulation for 1.5s and note down throughput value in the results window in each

sample.
Results and discussions

The results with all the three UEs simultaneously downloading data are as given below.

Throughput (Mbps)
Scheduling Application 1 | Application 2 | Application 3 | Aggregate
Round Robin 50.38 29.69 18.73 98.81
Proportional Fair 64.91 37.98 23.12 126.01
Max Throughput 131.25 31.69 0.00 163.94

Table 4-24: UDP download throughputs for different scheduling algorithms when all three 3 UEs
simultaneously downloading data with time varying channel.

A difference in the performance of the RR and PF schedulers can be seen when the channel
is time varying (of the order of the coherence time which is 10ms). To induce time varying
randomness in the channel we enable fading and beamforming. Thus, after every 10ms,
NetSim draws an i.e. fading random variable, as the additional loss. Under these conditions,
the RR scheduler would allot resources to the UEs in a round robin fashion, whereas the PF
scheduler would give preference to the UE which sees the best channel (highest SINR). The
reason why the RR scheduler yields lower throughputs than the PF scheduler is that the RR
scheduler is not “opportunistic,” i.e., it does not take advantage of the knowledge that a UE
has a good channel in the next slot and continues to serve the UEs cyclically. The results are
shown in Table 4-24; observe how this is different from Table 4-22 where the channel is not

time varying.
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4.5 Max Throughput for various bandwidth and numerology

configurations

Open NetSim, Select Examples ->5G NR ->Max Throughput vs Bandwidth and

Numerology then click on the tile in the middle panel to load the example as shown in Figure

4-37.

[ NetSim Home

NetSim Standard

Network Simulation/Emulation Platform

Version 14.0.26 (64 Bit)

New Simulation
Your Work
[Empies

Experiments

License Settings

Exit

Support

Ctrl+N  Example Simulations

CrkeQ | Internetworks i

b Cellular Networks

© 1 Advanced Routing «

b Mebile Adhoc Networks
b 1 Software Defined Networks .=
b0 IOT-WSN

U 1 Cognitive Radio Netwerks
b 0 LTE and LTE-A

b VANETs

b 1 Satalite Communication
4 1 SGNR

Distance vs Pathlazs
Distance vs Throughput
Scheduling

Bandwidth

This exsmple provides throughput and delay comparison for different numerslogies given a constant bandwidth.

Wiz Throughput vs Bandvadih and NUMEr0Iogy
Bandwidth
Numerology

Gutdoor vs Indoor

46 v 56

56 Peak Throughput

GNB cell radius for different data rates

Alt=Fa

Distance v Throughput n261 band
56 Log File and Packet Trace
Max Throughput vs MCS and CQI

Numerology: 1
Bandwidth: CA1=10, CA2=10

Bandwidth.

Bancwidth CA'

N

1
Bandwidth: CA1=20, CA2=20

Bandwidth.

1
Bandwidth: CA1=30, CA2=30

Numerology: 1
Bandwidth: CA1=40, CA2=40

Bandwidth CA

1
Bandwidth: CA1=40, CA2=50

1
Bandhwidth: CA1=40, CA2=60

Numerology: 1
Sanduwidth: CA1=40, CA2=80

Bandwidth C

N 1
Bandwidth: CA1=40, CA2=00

1
Bandwidth: CA1=40, CA2=100

Results
P
vipcns O
.
T
Numerology = 1
Bandwidth Throughput (Mbps)

CA1=10, CA2=10 120.30

CA1=20, CA2=20 250.29

CA1=30, CA2=30 40529

CA1=40, CA2=40 550.12

CA1=40, CA2=50 643.56

CA1=40, CA2=60 74401

CA1=40, CA2=80 934 40

CA1=40, CA2=90 1031.34

GA1=40, CA2=100 1128.28

Ready to simulate scenarios to understand the working of the different technology libranies in NetSim. Expand and click on the file name to display simulation examples. Then click on a tile in the middle panel te load the simulation. Click on the book icon en
the left (Example Simulations) panel to view documentation (pdfl.

Leam

Documentation

User Manual

Cantact Us

Email - sales@tetcos.com
Phone - +91 767 605 4321
Website : viww.tetcos.co

Figure 4-37: List of scenarios for the example of Max Throughput vs Bandwidth and Numerology

The following network diagram illustrates, what the NetSim Ul displays when you open the

example configuration file.
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Figure 4-38: Network set up for studying the Max Throughput vs Bandwidth and Numerology

Settings done in example config file
Bandwidth CA1=10 and CA2=10 Sample

1. Setgrid length as 1000m from Environment settings.
2. Go to gNB properties = Interface (5G_RAN), set the following properties as shown in
Table 4-25

[ Properties
Physical Layer Properties
CA_Type INTER_BAND_CA
CA_Configuration CA 2DL_1UL n39 n4l
Frequency Range FR1

MCS Table QAM256
CQI Table TABLE2
Pathloss Model None

Table 4-25: gNB >Interface (5G_RAN) >Physical layer properties
3. Set Tx_Antenna_Count as 2 and Rx_Antenna_Count as 1 in gNB propertis > Interface
5G_RAN > Physical Layer.
4. Set Tx_Antenna_Count as 1 and Rx_Antenna_Count as 2 in UE propertis > Interface
5G_RAN > Physical Layer.
5. Go to Application properties and set the following properties as shown below Table 4-26.

Application Properties

Source_Id 10
Destination_Id 8

Transport Protocol UDP
Start_Time 1s
Packet_Size 1460 Bytes
Inter_Arrival_time 1us
Generation Rate 10,000 Mbps

Table 4-26: Application properties
6. Run Simulation for 1.01s, after simulation completes go to metrics window and note down

throughput and delay value from application metrics.

For the first time set Numerology value as 1 in gNB properties and change CA1 bandwidth
value as 10, 20, 30, and 40, CA2 bandwidth value as 10, 20, 30, 40, 50, 60, 80, 90, and 100

note down throughput.

For the second time set CA1 bandwidth value as 40, CA2 bandwidth value as 50 in gNB

properties and change the Numerology value as 0, 1, and 2 and note down throughput.

Result:

Numerology = 1 ‘

Bandwidth Throughput (Mbps)
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CA1=20, CA2=20
CA1=30, CA2=30
CA1=40, CA2=40
CA1=40, CA2=50
CA1=40, CA2=60
CA1=40, CA2=80
CA1=40, CA2=90
CA1=40, CA2=100

Ver 14.0

120.30
259.29
405.29
550.12
643.56
744.01
934.40
1031.34
1128.28

Table 4-27: Results Comparison with constant Numerology vs. Bandwidth and throughput

Bandwidth Numerology Throughput (Mbps) Delay (us)
CA1=40, CA2=50 0 581.66 5104.65
CA1=40, CA2=50 1 643.56 4903.86
CA1=40, CA2=50 2 650.57 4808.65

Table 4-28: Results Comparison with different Numerology vs. Bandwidth, throughput and Delay

As Numerology increases the throughput remains almost the same while delay reduces.

4.6 Max Throughput for different MCS and CQI

Open NetSim, Select Examples ->5G NR ->Max Throughput vs MCS and CQI then click on

the tile in the middle panel to load the example as shown in below screenshot.
[ Hetsim Home - =] X

NetSim Standard
Network Simulation/Emulation Platform ﬁ
Version 14.0.26 (64 Bit)

Cil+N  Example Simulations Masx Throughput vs MCS and €QI Results

cu-0 Inteme In this sample, we cbserve the max throughput for different MCS and €0 tables defined in the standard.
Cellular Networks &
Advanced Rauting G o
Mobile Adhae Netwarks L=y
Software Defined Networks gNB properties: Interface (56 RAN) | | gNB properties: Interface (5G RAN) () s —i=
1OT-WSN MCS table: QAME4LOWSE MCS table: QAMGS = s — s a0
CQU table: TABLE3 QU table: TABLET St {2 nes o
Cognitive Radio Networlks . B
LTE and LTE-A T
VANETs i
Satellite tion QAM256. g YT
- 3G NR r’
! N8 properties: Interface (56 RAN) o
L MCS table: QAM256
s QU table: TABLEZ
MCS Table  CQl Table Throughput (Mbps)
Li Setting QAMBILOWSE  TABLE3 2055 68
QAMB4 TABLE1 2502 96
bit AlteF QAM256 TABLE2 3393.04
sensc
Read; tand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then click on a tile in the middle panel to load the simulation. Click on the book icon on
view documentation [pd).
Support Leam Docum,

Figure 4-39: List of scenarios for the example of Max Throughput vs MCS and CQI
The following network diagram illustrates, what the NetSim Ul displays when you open the

example configuration file.
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Figure 4-40: Network set up for studying the Max Throughput vs MCS and CQI

Settings done in example config file:

1. Setgrid length as 1000m from Environment setting.

2. Go to gNB properties = Interface (5G_RAN), set the following properties as shown below

Table 4-29.

\ Properties

Physical Layer Properties

Frequency Range FR2
CA_TYPE INTER_BAND_CONTIGUOUS_CA
CA_Configuration CA_n258G
Numerology Channel Bandwidth (MHz)
CAl1 3 400
CA2 3 400
Pathloss Model None

Table 4-29: gNB >Interface (5G_RAN) >Physical layer properties

3. Go to Application properties and set the following properties as shown below Table 4-30.

Application Properties

Source_Id 10
Destination_Id 8
Transport Protocol  UDP
Start_Time 1s
Packet_Size 1460Bytes
Inter_Arrival_time 1us
Generation Rate 11680Mbps

Table 4-30: Application properties

4. Set TX_Antenna_Count as 2 and RX_Antenna_Count as 1 in gNB properties.

5. Set TX_Antenna_Count as 1 and RX_Antenna_Count as 2 in UE properties.
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6. Run Simulation for 1.002s, after simulation completes go to metrics window and note down

throughput and delay value from application metrics.

For this Scenario set MCS Table as QAM64LOWSE and CQI Table as TABLE3 and note
down throughput.

Go Back to the Scenario and set MCS Table as QAM64 and CQI Table as TABLE1 and note
down throughput.

Go Back to the Scenario and set MCS Table as QAM256 and CQI Table as TABLEZ2 and note
down throughput.

Result:

MCS Table CQIl Table Throughput (Mbps)
QAM6G4LOWSE TABLE3 2055.68
QAM64 TABLE1 2592.96
QAM256 TABLE2 3393.04

Table 4-31: Results Comparison

4.7 Outdoor vs. Indoor Propagation

Open NetSim, Select Examples ->5G NR -> Outdoor vs Indoor then click on the tile in the
middle panel to load the example as shown in below screenshot.

[ NetSim Home - =} X

NetSim Standard
Network Simulation/Emulation Platform

Version 14.0.26 (64 Bit)

New Simulation Ctd=N  Example Simulations Outdoor Results
Your Work Q-0 Internetworks Analyze the Total Propagation Loss, Pathloss, Shadow Fading Loss, 021 Penetration Loss, Thermal Noise,
r— Cellular Networks and SNR values for DL and UL via the LTENR Log file for an outdoor scenario.
Advanced Routing o
Experiments Mobile Adhoc Networks
Software Defined Networks

Pathloss model: 3GPPTR38.901-74.1

IOT-WSN
Outdoor scenario: Rural macro
Cognitive Radio Networks LOS NLOS selection: User defined TR
LTE and LTE-A LOS probability: 1
VANETs Shadow fading model: 3GPPTR38.001-7.4.1

Satellite Communication
4 5GNR

I Distance vs Pathloss

I Distance vs Throughput

I Scheduling

I Max Throughput vs Bandwidth and Numerology
4[Cutdoor vs Indoor
Outdoor Parameters ‘Outdoor Indoor
Total Propagation Loss () 030 10280
Indoor Pathoss (dB) 8677 8677
License Settings 1 3G vs 56 Shadow Fading Loss (48) 361 290
I 5G Peak Throughput 021 Penelrabon Loss (dB) [) 16.31
Bt AlteF4 Uplink Signal 10 Noise Ratio (SNR) (¢B) 3944 2684
" gNB cell radius for different data rates Downdnk Signal o Notse Ratio (SNR) of Layer 1 53 43 a8
4 Distance vs Throughput n261 band
DL:UL Ratio 4:1

DLUL Ratio 32

Ready to simulate scenarios to understand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then click on a tile in the middle panel to load the simulation. Click on the book icon on
the left (Example Simulations) panel to view documentation (pdf).

Support Learn Documentation Contact Us
Email - sales@tetcos.com
Phone - +01767 605 4321
Website

Figure 4-41: List of scenarios for the example of Outdoor vs Indoor

The following network diagram illustrates, what the NetSim Ul displays when you open the

example configuration file.
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Figure 4-42: Network set up for studying the Outdoor

4.7.1 Qutdoor

Settings done in example config file:

1. Set grid length as 1000m from Environment setting.
2. Set the following property as shown in below Table 4-32

General Properties

X Coordinates Y Coordinates
gNB Properties 300 200
UE Properties 150 400
Table 4-32: Device Positions
3. Go to gNB properties - Interface (5G_RAN), set the following properties as shown below

Table 4-33.

Properties \

Physical Layer Properties

gNB Height (m) 10
Tx_Power (dBm) 40
Duplex Mode TDD
CA_Type Inter Band CA
CA Configuration CA_2DL_1UL_n39_n41
DL_UL_Ratio 1.1
CA-1
Numerology 0
Bandwidth (MHz) 5
CA-2
Numerology 0
Bandwidth (MHz) 10
Channel Model
Pathloss Model 3G99TR38.901-7.4.1
Outdoor Scenario Rural Macro
LOS_NLOS Selection User Defined
LOS Probability 1
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ShadowFading_Standard_Deviation

Fading _and_Beamforming

3G99TR38.901-7.4.1
3G99TR38.901-Table7.4.1-1
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NO_FADING_MIMO_UNIT_GAIN
Table 4-33: gNB >Interface (5G_RAN) >Physical layer properties

Set TX_Antenna_Count as 2 and RX_Antenna_Count as 1 in gNB properties.

Set TX_Antenna_Count as 1 and RX_Antenna_Count as 2 in UE properties.

Set the CBR application between source id 10 and destination id 8 with Packet Size 1460

B and IAT 20000 us and Transport Protocol is set to UDP.
7. Set application start time as 1 sec.

e Logs can be enabled by clicking on the icon in Configure Reports option as shown

below.

w File Options Help | NetSim Simulation - 5G_NR_SA

¢ Create Scenario o Set Traffic

=

¥| Network Performance

Enable Logs Tabular Summary

Wil Configure Reports
[] Application Throughput

[J Link Throughput

[ Show/Hide Info
[] Packet Trace

[] Event Trace

Plots Traces

All Network Packets LOG

Dispatched to Emulator  LOG

-

Reinjected from Emulator  LOG i

Not Dispatched to Emulator  LOG v

Emuiator Logs

Figure 4-43: Enabling log files in NetSim GUI.

e Select the LTENR Radio Measurements log and click on OK.

RN®D

4 Network logs

»

LTENR Radio Measurements Log

LTENR Resource Allocation Log
LTENR Handover TTT Log
LTENR Code Block Log

LTENR OLLA Log

4 Additional Logs

|IEEEB02.11 Radio Measurements Log
IEEE 802.11 Backoff Log

IEEE 802.11 Log

OSPF Log

OSPF Hello Log

TCP Log

sad1A3Q pug

sy

suonedddy

sbo

Figure 4-44: Enabling LTENR Radio Measurements Log

8. Run simulation for 11 sec.

Go to metrics window expand Log Files option and open LTENR_Radio_Measurements.log

file.
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[ Simulation Results

Network Performance

Applcation Metocs Teble

Appiication_Metrics

Applcation D Throughput Plat
Agplication Throughput piot 0 1

Application Name  Packets Generated  Packets Recened
TCP_Met o

Throughput (Mbps)  Delay

P_Metrics

1P_Forwarding Table

ac address table

Application_Metrics

LTENR Cell_Metrics

plots
Link_Throughput

Application_Throughput

Queue_Metrics

Link_Metrics ] Detailed View ] Detailed View
Packets Traramit.. Packets Ermored  Packetz Cobided

Link Throughput Plot

Deviced  Portid Queued pa. Dequeved . Dropped p.

Lk D
Dots Convol Dats Contsl Data  Control

Print Results (.htm I & 1

ink theough

ok theough

ink theough 96

ink throughy

No content in table

NetSim does not cakulste eNB/GNS-UE link thrcughputs in LTE and 5G. Refer 1o the LTE NR Cell Metrics table available under Network Performance on the top
et

Restore To Original View

Figure 4-45:; Results Window

Note down the Total Propagation Loss, Pathloss, Shadow Fading Loss, O2I Penetration Loss,

Thermal Noise, and SNR values for downlink Layerl ad Uplink Layerl.

gNB/eNB UE NadeotaILoss(dB) PathLoss(dB) ShadowFadingLoss(1021_Loss( Rx_Power(SNR(dB) SINR(dB) Interferen(BeamForn'tQI Index MCS Index

GNB_7 UE_8 90.162699 86.775281 3.387418 0 -44.1421 62.6962 N/A N/A 6.0206 N/A N/A
GNB_7 UE_8 89.415503  89.476259 -0.060757 0 -43.3949 60.4331 N/A N/A 6.0206 N/A N/A
GNB_7 UE_8 90.162699 86.775281 3.387418 0 -44.1421 62.6962 N/A N/A 6.0206 N/A N/A
GNB_7 UE_8 89.415503  89.476259 -0.060757 0 -43.3949 60.4331 N/A N/A 6.0206 N/A N/A
GNB_7 UE_8 90.392254  86.775281 3.616973 0 -53.4026 53.4357 53.4357 -1000 N/A 15 28
GNB_7 UE_8 90.392254  86.775281 3.616973 0 -53.4026 53.4357 53.4357 -1000 N/A 15 28
GNB_7 UE_8 90.392254  86.775281 3.616973 0 -67.3923 39.446 39.446 -1000 N/A 15 27
GNB_7 UE_8 90.392254  86.775281 3.616973 0 -44.3717 62.4666 N/A N/A 6.0206 N/A N/A
GNB_7 UE_8 94.314017 89.476259 4.837757 0 -57.3243 46.5036 46.5036 -1000 N/A 15 28
GNB_7 UE_8 94.314017 89.476259 4.837757 0 -57.3243 46.5036 46.5036 -1000 N/A 15 28
GNB_7 UE_8 94.314017 89.476259 4.837757 0 -48.2934 55.5345 N/A N/A 6.0206 N/A N/A
GNB_7 UE_8 90.392254  86.775281 3.616973 0 -53.4026 53.4357 53.4357 -1000 N/A 15 28
GNB_7 UE_8 90.392254  86.775281 3.616973 0 -53.4026 53.4357 53.4357 -1000 N/A 15 28
GNB_7 UE_8 90.392254  86.775281 3.616973 0 -67.3923 39.446 39.446 -1000 N/A 15 27
GNB_7 UE_8 94.314017 89.476259 4.837757 0 -57.3243 46.5036 46.5036 -1000 N/A 15 28
%7 UE_8 94.314017 89.476259 4.837757 0 -57.3243 46.5036 46.5036 -1000 N/A 15 28
| LTENR Radio Measurements Log | @ K1 |
Figure 4-46: LTENR Radio Measurement log.csv file
4.7.2 Indoor

The following network diagram illustrates what the NetSim Ul displays when you open the

example configuration file.
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Figure 4-47: Network set up for studying the Indoor

Settings done in example config file:

1. Set grid length as 1000m from Environment setting.

2. Set the following property as shown in below Table 4-34.

General Properties

X Coordinate Y Coordinate
Building Properties 50 100
gNB Properties 300 200
UE Properties 150 400

Table 4-34: Devices Positions

3. Go to the building properties, set Length_X as 105.52m and Breadth_Y as 118.51m.
4. Go to gNB properties = Interface (5G_RAN), set the following properties as shown below
Table 4-35.

Properties ‘

Physical Layer Properties

gNB Height (m) 10
Tx_Power (dBm) 40
Duplex Mode TDD
CA_Type Inter Band CA
CA Configuration CA _2DL_1UL_n39 n41
DL_UL_Ratio 1:1
CA-1 0
Numerology 5
Bandwidth (MHz)
CA-2 0
Numerology 10
Bandwidth (MHz)
Channel Model
Pathloss Model 3G99TR38.901-7.4.1
Outdoor Scenario Rural Macro
LOS _NLOS Selection User Defined
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LOS Probability 1

Shadow Fading Model 3G99TR38.901-7.4.1
ShadowFading_Standard_Deviation 3G99TR38.901-Table7.4.1-1
Fading _and_Beamforming NO_FADING_MIMO_UNIT_GAIN
02| Building Penetration Model LOW_LOSS MODEL

Table 4-35: gNB >Interface (5G_RAN) >Physical layer properties

Set TX_Antenna_Count as 1 and RX_Antenna_Count as 1 in gNB properties.

Set TX_Antenna_Count as 1 and RX_Antenna_Count as 1 in UE properties.

Set the CBR application between source id 10 and destination id 8 with Packet Size 1460
B and IAT 20000 us and Transport Protocol is set to UDP.

Set application Start_Time as 1 sec.

The LTENR Radio measurement log file can be enabled as per information provided in
the section 3.20

10. Run simulation for 11 sec.

Note down the Total Propagation Loss, Pathloss, Shadow Fading Loss, O2I Penetration Loss,

Thermal Noise, and Signal to Noise Ratio (SNR)
Result:

NOTE: The values of CC ID =1 and layer ID = 1 present in the log file have been considered in the
tables given below. (To check SNR values for downlink, filter the channel as PDSCH and for uplink as
PUSCH with Layer ID as 1).

Parameters Outdoor Indoor
Total Propagation Loss (dB) 90.39 102.99
Pathloss (dB) 86.77 86.77
Shadow Fading Loss (dB) 3.61 -2.09
02l Penetration Loss (dB) 0 18.31
Uplink Signal to Noise Ratio (SNR) (dB) 39.44 26.84
Downlink Signal to Noise Ratio (SNR) of Layer 1 = 53.43 43.84

Table 4-36: Outdoor and Indoor result comparisons

4.8 4G vs. 5G: Capacity analysis for video downloads

Open NetSim, Select Examples ->5G NR -> 4G vs 5G then click on the tile in the middle panel
to load the example as shown in below screenshot.
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o understand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then lick on a tile in the middle panel to load the simulation. Click on the book icon on
(pef)

48.1 4G

Figure 4-48: List of scenarios for the example of 4G vs 5G

Under 4G click on 20 Nodes Sample, the following network diagram illustrates what the NetSim

Ul displays when you open the example configuration file.

Figure 4-49: Network set up for studying the 4G

Settings done in example config file:
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1. Set grid length as 1000m from Environment setting.

2. Set the following property as shown in below given Table 4-37.

eNB Properties -> Interface (LTE)

CA Type Intra Band Non- Contiguous CA
Frequency Range FR1
CA_Configuration CA 4DL_42C 2UL 42C BCSs1

DL_UL Ratio 1.1

CA1l, CA2, CA3, CA4
Numerology 0
Channel Bandwidth 20 MHz
MCS Table QAM64
CQI Table TABLE1
Pathloss Model None

Table 4-37: eNB >Interface (LTE) >Physical layer properties

3. Frequency range FR1, Numerology = 0, Bandwidth = 20 MHz with QAM 64 MCS table
represents a 4G configuration
Set Uplink speed and Downlink speed as 10000 Mbps and BER as 0 in all wired links.
Set Tx_Antenna_Count as 2 and Rx_Antenna_Count as 1 in eNB > Interface LTE >
Physical Layer.

6. Set Tx_Antenna_Count as 1 and Rx_Antenna_Count as 2 in UE > Interface LTE >
Physical Layer.

7. ‘Configure the 20 applications Source id as 4 and Destination id as 5, 6, 7, 8, 9, 10, 11,
12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, and 24 and set the properties as shown
below. This would generate 2.5 Mbps of traffic per user. Transport Protocol is set to UDP

in all the application.

Application Properties

Frame Per Sec 50
Pixel Per Frame | 50000
Mu 1
Start_ Time 1s

Table 4-38: Application properties
8. Run simulation for 2 sec. After simulation completes go to metrics window and note down

throughput and delay value from application metrics.

Increase number of UE’s and number of applications as 40, 60, 80, and 100 and note down
throughput and delay value from application metrics.

4.8.2 5G

Under 5G click on 20 Nodes Sample, the following network diagram illustrates, what the
NetSim Ul displays when you open the example configuration file.
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Figure 4-50: Network set up for studying the 5G

Settings done in example config file:

1. For the above 5G scenario set the following given properties Table 4-39.

gNB Properties -> Interface (5G_RAN)

Pathloss Model None
DL_UL_Ratio 1.1
Frequency Range FR2
CA_Type INTRA_BAND_CONTIGUOUS_CA
CA_Configuration CA _n258G
Numerology = Channel Bandwidth (MHz)
CAl, CA2 3 400
MCS Table QAM256
CQIl Table TABLE2

Table 4-39: gNB >Interface (5G_RAN) >Physical layer properties

2. The Tx_Antenna_Count was set to 2 and Rx_Antenna_Count was set to 1 in gNB >
Interface 5G_RAN > Physical Layer.

3. The Tx_Antenna_Count was set to 1 and Rx_Antenna_Count was set to 2 in UE >
Interface 5G_RAN > Physical Layer.

4. Frequency range FR2, Numerology = 3, Bandwidth = 100 MHz with QAM 256 MCS table
represent a 5G configuration
The Uplink and Downlink speed was set to 10000 Mbps and BER as 0 in wired links.
Plots are enabled in NetSim GUI.
Run simulation for 2 sec. After simulation completes go to metrics window and note down

throughput and delay value from application metrics.
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Increase number of UE’s and number of applications as 40, 60, 80, and 100 and note down

throughput and delay value from application metrics.

Sum of throughputs (Mbps)
Number of User

Throughput Per User (Mbps) =

Sum of Delays (us)
Number of User

Delay Per User (us) =

Result:

4G (Devices downloading video) 5G (Devices downloading video)

Number [ Throughput (Mbps) | Delay (us) | Throughput (Mbps) | Delay (ps) |

of Users
per Average per Average

20 2.44 48.80 2682.81 2.46 49.38 423.41
40 2.42 97.19 3856.27 2.45 98.08 599.83
60 2.44 146.75 5115.11 2.44 146.99 709.73
80 2.44 195.24 6240.86 2.44 195.69 835.06
100 2.42 242.46 6549.66 2.44 244.50 973.40
120 2.44 292.98 8750.25 2.44 293.28 1085.11
140 2.44 342.10 9945.99 2.42 339.27 1193.823

Table 4-40: Aggregated and Average throughput and delay per user with different number of users for
LTE 4G and 5G NR

For the given settings, the 4G network has a max download capacity available of about 217
Mbps. When this capacity is ready, as the number of users increases the throughput per user
starts dropping in 4G. And the latency shoots up once this threshold is crossed. However, 5G
can provide necessary bandwidth (has a capacity of 5+ Gbps) for each user to download at
the full rate of 2.5 Mbps.

Throughput per User (Mbps)
(9]

20 40 60 80 100 120 140
Number of Devices

#4G 56

Figure 4-51: Throughput vs Number of Devices for 4G and 5G. The 4G per user throughput starts
falling after 80 devices.
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Figure 4-52: Plot of Latency vs Number of Devices. The 5G Network average delay is insignificant i.e.,

many orders of magnitude lower, and hence not visible in the plot.

4.9 5G-Peak-Throughput

Open NetSim, Select Examples ->5G NR -> 5G Peak Throughput then click on the tile in the
middle panel to load the example as shown in below screenshot

[ Netsim Home

NetSim Standard

Wersion 14/0.26 (64 Bit)

New Simulation CirlsN  Example Simulations 3.5GHz-n78band Results

Your Work Cirie0 | 1 ntenetworks
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Software Defined Networks Banduidth: 50 Mz Bandwidth: 100 Mz

Observe pesk DL and UL throughout for different bandwidths. Cperation in the n78 band.

;

!

!

! .
. )

T IOT-WSN Pathloss model: Mo pathloss | | Pathloss model: No pathlass ®

b

v

!

'

| examples

Experiments

DL-UL Ratia: 4:1 DL-UL Ratio: 4:1 e e 2l =) 1L
Cognitive Radio Networks -

LTE and LTE-A
VANETs &
Satellite Communication 1
4 | SGNR: [1
Distance vs Pathloss

Distance vs Throughput

Scheduling

Max Throughput vs Bandwidth and Numerology
Outdoor vs Indoor

4G vs 5G
[ bosvanarn  Tgvilem  megrogee

License Settings 3.5GHz-nT8band LA Rai of 1, wlf DL MBAO and 4 UL MIMD ayern
26GHz-n258band = e LTas

Exit AteF4

for different data rates

e vs Throughput 261 band
DLUL Ratio 41
DLUL Ratio 32
Ready to simulate scenarios to understand the working of the different technalogy libraries in NetSim. Expand and click on the file name to display simulation examples. Then click on a tile in the middle panel 1o load the simulation. Click on the bock icon on
the left (Example Simulations) panel to view documentation (pdf).

Support Learn Documentation Cantact Us

Email - sales@tetcos.com
Phone - +91 767 605 4321

Website

Figure 4-53: List of scenarios for the example of 5G Peak Throughput
4.9.13.5 GHz n78 band

The following network diagram illustrates, what the NetSim Ul displays on clicking.
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Figure 4-54: Network set up for studying the 5G Peak Throughput

Settings done in example config file:

1. Set the following property as shown in below given Table 4-41.

dgNB Properties -> Interface (5G_RAN)

Pathloss Model None
Frequency Range FR1
CA_Type SINGLE_BAND
CA_Configuration n78
DL/UL Ratio 4:1
CA1
Numerology 2
Channel Bandwidth = 50 MHz
MCS Table QAM256
CQl Table TABLE2

Table 4-41: gNB >Interface (5G_RAN) >Physical layer properties

Ver 14.0

2. The Tx_Antenna_Count was set to 8 and Rx_Antenna_Count was set to 4 in gNB >
Interface 5G_RAN > Physical Layer.
3. The Tx_Antenna_Count was set to 4 and Rx_Antenna_Count was set to 8 in UE >
Interface 5G_RAN > Physical Layer.
4. Set 2 applications Downlink source node as 10, and destination node as 8, Uplink source

node as 8, and destination node as 10. Transport Protocol is set to UDP in all the

application.

© TETCOS LLP. All rights reserved

Application Properties

App_CBR_UDP_DL

Start Time (s) 1
Packet Size (Byte) 1460
Inter Arrival Time (us) 2.92
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App_CBR_UDP_UL

Start Time (s) 1
Packet Size (Byte) 1460
Inter Arrival Time (us) 5.84

Table 4-42: Application properties
5. Plots are enabled in NetSim GUI.
6. Run simulation for 1.1 sec. After simulation completes go to metrics window and note

down throughput value from application metrics.

Go back to the Scenario and change channel bandwidth to 100 MHz, run simulation for 1.1
sec and note down throughput value from application metrics.

Result:
' Throughput (Mbps) Throughput (Mbps)
EEIEITHED (i) CBR_UDP_UL CBR_UDP DL
‘ DL/UL Ratio of 4:1, with 8 DL MIMO and 4 UL MIMO layers
| 50 126.84 1574.81
100 266.65 3320.04

Table 4-43: Results Comparison

4.9.226 GHz n258 band

The following network diagram illustrates, what the NetSim Ul displays on clicking.

Server_ 8

L_UDP_Const_Rate

Macro cell 'lgN B Omni

A9 L_UDP_Canst Rate

Figure 4-55: Network set up for studying the 5G Peak Throughput
Settings done in example config file:

1. Set the following property as shown in below Table 4-44.

gNB Properties -> Interface (5G_RAN)

Pathloss Model None
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Numerology
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MCS Table
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FR2
SINGLE_BAND
n258

4:1

3

200 MHz
QAM256
TABLE2

Table 4-44: gNB >Interface (5G_RAN) >Physical layer properties

2. The Tx_Antenna_Count was set to 8 and Rx_Antenna_Count was set to 4 in gNB >

Interface 5G_RAN > Physical Layer.

3. The Tx_Antenna_Count was set to 4 and Rx_Antenna_Count was set to 8 in UE >

Interface 5G_RAN > Physical Layer.

4. Set 2 applications Downlink source node as 10 destination node as 8, Uplink source

node as 8 destination node as 10. Transport Protocol is set to UDP in all the application.

Application Properties

App_CBR_UDP_DL

Start Time (s)
Packet Size (Byte)

Inter Arrival Time (us)

1
1460
1

App_CBR_UDP_UL

Start Time (s)
Packet Size (Byte)

Inter Arrival Time (us)

1
1460
4

Table 4-45: Application properties

5. Run simulation for 1.1 sec. After simulation completes go to metrics window and note

down throughput value from application metrics.

Go back to the Scenario and change channel bandwidth to 400 MHz, run simulation for 1.1

sec and note down throughput value from application metrics.

Result:

Bandwidth
(MHz)

DL/UL Ratio of 4:1, with 8 DL MIMO and 4 UL MIMO layers

200
400

510.88
1026.43

6195.35
10773.51

Table 4-46: Results Comparison
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4.10 Impact of distance on throughput for n261 band in LOS
and NLOS states

Objective: We observe throughput of a UE (operating in the n261 band with a channel
bandwidth of 100 MHz), moving away from the gNB from 1m to 3.5 Km. The variation of
throughput is plotted in both LOS and NLOS states. Since 5G simulations take a long time to
complete, and given our goal of studying throughput vs. distance, we have set an unrealistic

speed of 20m every 10ms to complete the UE movement in a short time duration.

Open NetSim, Select Examples ->5G NR -> Distance vs Throughput n261 band then click
on the tile in the middle panel to load the example as shown in below Figure 4-56.

[ NetSim Home - =] x
NetSim Standard
Network Simulation/Emulation Platform
Version 14.0.26 (64 Bit)

New Simulation Cul-N  Example Simulations DLUL Ratio 41 Results
Vour Wark G0 Intemetworks n this example we observe the throughput of a UE which is operating in the n261 band with 2 channel
Cellular Netwarks bandwidth of 100 MKz moving away from the QB from 1 m to 3.5 Km. The variation of throughput is

|Exemples plotied for LOS state with a 4:1 DL UL ratio

Experiments Line of Sight (LOS) INon Line of Sight (NLOS) .

Software Defined Networks  ——
IGT-WSH Channel bandwidth: 100 Channel bandwidth: 100 . \ K
Cogritive Radio Networks CA configuration: n261 CA confi n261

LTE and LTE-A LOS Probability: 1
VANETs DLUL ratio: 4:1

Satellite Communication
4 | SGNR
I Distance vs Pathloss

I Distance vs Throughput
I Scheduling
I Max Throughput vs Bandwidth and Numerology
I Qutdoor vs Indeor
I 4G 56
I 5G Peak Throughput
License Settings I+ GG cell radius for different data rates
[ Distance vs Throughput n261 band)
DL:UL Ratio 411
DLUL Ratio 32
5 Log File and Packet Trace
Max Throughput vs MCS and CQI

AeFa

Ready to simulate scenarios to understand the working of the different technology libraries in NetSim. Expand and lick on the file name to display simulation examples. Then dick on a tile in the middle panel to load the simulation. Click on the book icon on
the left (Example Simulstions) panel to view documentation (pdf).

Support Leam Documentation Contact Us
Email - sales@teteos.com
Phane - +01 767 605 4221
Website :

Figure 4-56: List of scenarios for the example of Distance vs Throughput n261 band

NetSim Ul displays the configuration file corresponding to this experiment as shown below in
Figure 4-57.
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UE moves away from gNB

(20m for every 10ms) R&ﬁerﬁ

,::] 4
L2_Switch_4

2)6

L2_Switch_6

Figure 4-57: Network set up for studying the Distance vs Throughput n261 band
4.10.1 DL: UL Ratio 4:1

4.10.1.1 LOS and NLOS
The following settings were done to generate this sample:

Step 1: A network scenario is designed in NetSim GUI comprising of 1 gNB, 5G-Core, and 1
UE and 1 Router and 1 Wired Node in the “5G NR” Network Library.

Step 2: Grid Length was set to 5100 m x 5100 m.

Step 3: The device positions are set as per the table given below.

Device UE_8 gNB_ 7
X- axis 500 500

B o o

Table 4-47: Device general properties

Step 4: The following properties were set in Interface (5G_RAN) of gNB

Tx_Power 40

gNB Height 10m

CA Type Single Band
CA Configuration n261

DL-UL Ratio 4:1
Numerology 3

Channel Bandwidth 100 MHz

MCS Table QAM64LOWSE
CQI Table TABLE3
Outdoor Scenario Urban Macro
Pathloss Model 3GPPTR38.901-7.4.1
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LOS NLOS Selection

LOS Probability

Shadow Fading Model
Fading _and_Beamforming

User Defined
1
None

NO_FADING_MIMO_UNIT_GAIN
Table 4-48: gNB >Interface (5G_RAN) >Physical layer properties

Ver 14.0

Step 5: Set Tx_Antenna_Count and Rx_Antenna_Count as 2 and 2 in gNB properties >

Interface(5G_RAN) > Physical Layer.

Step 6: Set Tx_Antenna_Count and Rx_Antenna_Count as 2 and 2 in UE properties >

Interface(5G_RAN) > Physical Layer.

Step 7: In the General Properties of UE 8, set Mobility Model as File Based Mobility

Step 8: Two CBR Application were generated from between the Wired_Node 10 and UE_8

with the following values.

Parameter Value

APP1 CBR DL
Source Wired_Node_10
Destination UE_8
Start Time (s) 1
Packet Size (Bytes) 1460
IAT (us) 11.68
Generation Rate (Mbps) 1000
Transport Protocol UDP

APP2 CBR UL
Source UE_8
Destination Wired Node 10
Start Time (s) 1
Packet Size (Bytes) 1460
IAT (us) 97.33

Generation Rate (Mbps) 120
Transport Protocol UDP

Table 4-49: Application Properties

File Based Mobility: In File Based Mobility, users can write their own custom mobility models

and define the movement of the mobile users. Create a mobility.csv file for UE’s involved in

mobility with each step equal to 4 sec with distance 100 m. The NetSim Mobility File

(mobility.csv) format is as follows:

#Time(s) Device ID X Y

1 8 500 50
1.01 8 500 70
2.72 8 500 3490

© TETCOS LLP. All rights reserved

Page 213 of 234



Ver 14.0

2.73 8 500 3510 O

Step 9: Plots is enabled in NetSim GUI.

Step 10: Run simulation for 2.75s.

Step 11: Similarly, in LOS, set the LOS Probability to 0 in gNB properties and simulate the
scenario for 1.3s.

Results:

Downlink Line-of-Sight (LOS) and Non-Line-of-Sight (NLOS) Plots

App1_CBR_DL_Throughput

< $ ¥ Digtance: 550 m
Throughput:478.17 Mops
P30 A N O O S SO O SO S S O
= 3004 <+ 1 Distance: 1050 m
= 1 H Throughput: 293.40 Mbps
E 200+
] /,_ < - Distance: 1890m
SV | IR S U SN . N N N N N S N NS Y S N N U N N N U A N N O O Throughput: 117.96 Mbps
i i : Q——-—— Distance: 3070 m
0 i I T S S NS SN NS N N NS N N N A O | Throughput: 20.79 Mbps
T T T T T T T T T T
1 12 1.4 16 1.8 2 22 24 26 28
Figure 4-58: Downlink Application Throughput Plot in LOS mode
App1_CBR_DL_Throughput
1 | < Distance: 150 m
: : : Throughput: 373.52 Mbps
300
Z a0 | <+ Distance: 190 m
_: 1! | | Throughput: 201.83 Mbps
100 e i Distance: 230 m
| Throughput: 95.51Mbps
< UE out of coverage
T T i T v ; T
11 1.15 1.2 1.25 13

Figure 4-59: Downlink Application Throughput Plot in NLOS mode

Uplink Line-of-Sight (LOS) and Non-Line-of-Sight (NLOS) Plots
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Distance: 150 m
Throughput:133.52 Mbps

Dist 2210 m
Throughput:30.12 Mbps

H 4l
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Figure 4-60: Uplink Application Throughput Plot in LOS mode

App2_CBR_UL_Throughput

-
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Figure 4-61: Uplink Application Throughput Plot in NLOS mode

Dist. - 330 m
Throughput:39.14 Mbps

Distance: 850 m
Throughput: 5.54 Mbps

Distance: 130 m
Throughput: 17540 kbps

Distance: 150 m
Throughput: 15184 kbps

UE out of coverage

Discussion: The downlink throughput of 479.17 Mbps is maintained till ~550m in LOS

whereas, it is maintained till 150m in NLOS. Similarly, the uplink throughput of 133.52 Mbps is
maintained till 150m in LOS whereas, it is maintained till 130m in NLOS. The Uplink throughput
falls to the lowest level at ~750m in LOS and at ~150m in NLOS.

4.10.2 DL: UL Ratio 3:2

4.10.2.1 LOS and NLOS

Step 1: All the properties were set as in DL: UL-Ratio 4:1.

Step 2: In the gNB properties-> Interface 5G_RAN, the DL:UL ratio was set to 3:2.
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Step 3: The following settings were done in application properties:

Parameter Value

APP1 CBR_DL
Source Wired_Node_10
Destination UE_8
Start Time (s) 1
Packet Size (Bytes) 1460
IAT (us) 11.68
Generation Rate (Mbps) 1000
Transport Protocol UDP
APP2_CBR_UL
Source UE_8
Destination Wired_Node 10
Start Time (s) 1
Packet Size (Bytes) 1460
IAT (us) 38.93
Generation Rate (Mbps) 300
Transport Protocol UDP

Table 4-50: Application Properties

Step 3: Run simulation for 2.75s.

Step 4: Similarly, in LOS, set the LOS Probability to 0 in gNB properties and run simulation for
1.3s.

Results:

Downlink Line-of-Sight (LOS) and Non-Line-of-Sight (NLOS) Plots

App1_CBR_DL_Throughput

A

Distance: 550 m
Throughput: 359.74 Mbps

A

Distance: 830 m
Throughput: 269.10 Mbps

Throughput (Mbps

-4 Dist - 1710 m
100 __‘__,_..,-—-—'—"' i '_‘_‘—'—-—-—-..________‘_' L Throughput: 144.23 Mbps

< : : Distance: 2650 m
1 | Throughput: 27.56 Mbps

Time (sec)

Figure 4-62: Downlink Application Throughput Plot in LOS mode
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Figure 4-63: Downlink Application Throughput Plot in NLOS mode

Uplink Line-of-Sight (LOS) and Non-Line-of-Sight (NLOS) Plots

App2_CBR_UL_Throughput
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Distance: 130 m
Throughput: 279.15 Mbps

Distance: 170m
Throughput: 201.12 Mbps

Distance: 210 m
Throughput: 100.44 Mbps

UE out of coverage

Dist =130 m

Throughput: 235.50 Mbps

Dist, =230 m

Throughput: 150.67 Mbps

Dist - 280 m

1 4
] .
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o 150
= J
5 j
£ 00+ -«
50| o
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4 i 4
<
0
T T T T T T T T T
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Figure 4-64: Uplink Application Throughput Plot in LOS mode
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App2_CBR_UL_Throughput

4 - Distance: 130 m
i Throughput: 35.97 Mbps
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Figure 4-65: Uplink Application Throughput Plot in NLOS mode
Inference: The downlink throughput of 359.74 Mbps is maintained till ~550m in LOS whereas,
it is maintained till 130m in NLOS. Similarly, the uplink throughput of 238.50 Mbps is
maintained till 130m in LOS whereas, it is 35.97 Mbps maintained till 130m in NLOS. The
Uplink throughput falls to the lowest level at ~750m in LOS and at ~150m in NLOS.

4.11 gNB cell radius for different data rates

Open NetSim, Select Examples->5G NR ->gNB cell radius for different data rates then

click on the tile in the middle panel to load the example as shown in below screenshot

[ NetSim Home

NetSim Standard
Network Simulation/Emulation Platform

Version 14.0.26 (54 Bit)

New Simulation CieN  Example Simulations 3.5GHz 178 urban gNB cell radius for different data rates Results
Your Work Ctr+0 I Internetworks Observe DL throughputs for different gNB-UE distances
Cellular Networks
| eamples $ 5 . .
I Advanced Routing N8 and UE 100m gNB and UE 130m
Experiments I Mobile Adhoc Networks. T v ¥ 2
b B Software Defined Networks Distance between NE and UE: 100m | | Distance between gNB and UE: 130m 78 TR
GNB Height: 10m GNB Height: 10m ®
I3 I0T-WSN , V
T power: 40 T power: 40 :
I Cognitive Radio Networks
I ¥ UTE and LTE-A <
[} VANETs
I Satelite Communication ‘9N and UE 150m ‘G and UE 170m ;-
4 1 SGNR [
Distance vs Pathioss Distance between gNB and UE: 150m | | Distance between gNB and UE: 170m
Distance vs Throughput gNB Height: 10m oNB Height: 10m
Scheduling Tx power: 40 Tx power: 40
5 . Cell Radius (m) Data Rate (Mbps). Downlink
Max Throughput vs Bandwidth and Numerology T
Outdoor vs Indoor 100 157481
4656 130 133672
9NB and UE 190m ‘SNB and UE 200m 150 120537
5G Peak Throughput %1000 Mbps Downlink
License Settings 4| gNB cell radius for different data rates 170 1096 75
3.5GHz n78 urban gNB cell radius for different data rates Distance between g8 and UE: 190m | | Distance between gN8 and UE: 200m 190 955 42
s Ar 26 GHz 0258 urban NS cell radius for different data rates NE el 10m gt {Ow e 2207
Ll el ol el Tx power: 40 Tx power: 40 500 Mbps Downlink
Distance v Throughput n261 band 300 499.20
5G Log File and Packet Trace % 412.30
350 303 68
Max Throughput vs MCS and CQ!
Ready to simulate scenarios to understand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then click on a tile in the middie panel to load the simulation. Click on the book icon on
the left (Example Simulations) pane! to view documentation (pc).
Support Learn Documentation Contact Us

Email - sales@tetcos.com
Phone - +91 767 605 4321
Website

Figure 4-66: List of scenarios for the example of gNB cell radius for different data rates
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4.11.1 3.5 GHz n78 urban gNB cell radius for different data rates

The following network diagram illustrates, what the NetSim Ul displays on clicking.

Macro cell'gNB Omni
Ani._9

6 Gbps DL
10

Core_Switch_4 Core_Switch_5

DL_UDP_Const_Rate

Figure 4-67: Network set up for studying the gNB cell radius for different data rates

Setting done in example config file:

1. Set the following property as shown in below Table 4-51.

‘ gNB Properties -> Interface (5G_RAN)

gNB Height

Tx Power

CA Type

CA Configuration

DL: UL

Numerology

Channel Bandwidth
MCS Table

CQI Table

Outdoor Scenario
Pathloss Model

LOS NLOS Selection
Shadow Fading Model
Fading _and_Beamforming

10m

40

Single Band

n78

4.1

2

50 MHz

QAM256

TABLE2

Urban Macro
3GPPTR38.901-7.4.1
3GPPTR38.901-Table7.4.2-1
None
NO_FADING_MIMO_UNIT_GAIN

Table 4-51: gNB >Interface (5G_RAN) >Physical layer properties

Physical Layer.

Physical Layer.
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Set the Tx_Antenna Count as 8 and Rx_Antenna Count as 1 in gNB> Interface 5G_RAN >

Set the Tx_Antenna Count as 1 and Rx_Antenna Count as 8 in UE> Interface 5G_RAN >
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Source Id
Destination Id
Packet Size

IAT

Start time
Transport Protocol
Generation Rate

10

8

1460
1.94 ps
1s
UDP

6 Gbps

Table 4-52: Application properties

5. Plots are enabled in NetSim GUI.

6. Run simulation for 1.1 sec. After simulation completes go to metrics window and note

down throughput value from application metrics.

Go back to the Scenario and change distance between gNB and UE to 100m, 130m, 150m,
170m, 190m, 200m, 300m, 330m, and 350m and run simulation for 1.1 sec.

Result:

Cell Radius (m) Data Rate (Mbps). Downlink

~1500 Mbps Downlink
100

130

150

~1000 Mbps Downlink
170

190

200

~500 Mbps Downlink
300

330

350

157481
1335.72
1205.37

1096.75
955.42
825.07

499.20
412.30
303.68

Table 4-53: Results Comparison

4.11.2 26 GHz n258 urban gNB cell radius for different data rates

Setting done in example config file:

1. Set the following property as shown in below given table:

gNB Properties -> Interface (5G_RAN)

gNB Height

Tx Power

MCS Table

CQI Table

CA Type

CA Configuration
DL: UL
Numerology
Channel Bandwidth
Outdoor Scenario
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10m

40

QAM256
TABLE2
Single Band
N258

4:1

2

200 MHz
Urban Macro
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Pathloss Model 3GPPTR38.901-7.4.1
LOS_NLOS Selection 3GPPTR38.901-Table7.4.2-1
Shadow Fading Model None

Fading _and_Beamforming NO_FADING_MIMO_UNIT_GAIN

Table 4-54: gNB >Interface (5G_RAN) >Physical layer properties
2. Setthe Tx_Antenna Count as 8 and Rx_Antenna Count as 1 in gNB> Interface 5G_RAN >
Physical Layer.
3. Set the Tx_Antenna Count as 1 and Rx_Antenna Count as 8 in UE> Interface 5G_RAN >
Physical Layer.

4. Set the following application properties:

App_1 CBR

Source Id 10
Destination Id 8
Packet Size 1460
IAT 1.94 us
Start time 1s
Transport Protocol UDP
Generation Rate 6 Gbps

Table 4-55: Application properties
5. Run simulation for 1.1 sec. After simulation completes go to metrics window and note

down throughput value from application metrics.

Go back to the Scenario and change distance between gNB and UE to 20m, 110m, and 150m
and run simulation for 1.1 sec.

Result:
\ Cell Radius (m) Data Rate (Mbps). Downlink

~6000 Mbps Downlink

20 3092.74

~1000 Mbps Downlink

110 362.08

~ 500 Mbps Downlink

150 149.03

Table 4-56: Results Comparison

4.12 Impact of numerology on a RAN with phones, sensors,

and cameras

Open NetSim, Select Examples ->5G NR -> Impact of numerology on a RAN with phones
sensors and cameras then click on the tile in the middle panel to load the example as shown

in below Figure 4-68.
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3] NetSim Home - a .

NetSim Standard

Network Simulation/Emulation Platform
Version 14.0.26 (64 Bi)

New Simulation CileN  Example Simulations. Impact of numeralogy on a RAN with phenes sensors and cameras Results
Your Work Cule Intemetworks Understand the impact of numerology on 3 RAN with phones, sensers, and cameras.
. Cellular Networks.
| exampies Humesclogy 0 Numerclogy 1 Numerology 2
Advanced Routing i logy o gy
Experiments Mobile Adhoe Networks
Software Defined Networks o 1 2
\ GNB phy Iayer properties | | gNE phy layer properties | | QNB phy layer properties
IOT-WSN
! T antenna count: 2 T antenna count: 2 T antenna count: 2 =
Coguitive Radic Networks R antenna count: 4 Fox antenns count: 4 Rx antenna count; 4 =
UTE and LTE-A UE phy layer properties | | UE phy layer properties | | UE phy layer properties
VANET Ti antenna count: 4 T antenna count: 4 e antenna count: 4
R antenna count: 2 Rocantenna count: 2 R antenna count: 2
Satellite Communication it
4 1 SGNR
I Distance vs Pathloss
I Distance vs Throughput
I Scheduling
I Max Throughput vs Bandwidth and Numerology L tmesegweo ]
Camers Semor Smariphone
I Outdoor s Indoor Uplink Uik Downtin | Uplink
I 4Gvs 56 Throughput  Delay  Throughput Delay  Throughput  Throughput
Mibps) s (Mbps)  (m)  (Mbps)  (Mbps)
| 5G Pesk Throughput 4 iess | 16 2man | gas 000
License Settings I gNB cell radius for different data rates A | i 18 zraet | wm L
40 18081 16 mME sm oo
- At I Distance vs Throughput n261 band 16 zmu | sm )
5G Lag File and Packet Trace 16 mmE s 000
. 227543 Ll 000

Max Throughput vs MCS and CQJ o s
Impact of numerology n a RAN with phones sensors and cameras oa81 0o

UE Movement vs Throughput

Ready to simul; o working of the di ay i in NetSim. Expand and ciick on the file name ta display simulation examples. Then cick on a tile in the middle panel to load the simulation. Click on the book ican on
the left Example Simulations) panelto view documentation (pdl

Support Learn Documentation Contact Us
o Email - sales Gtetcos com
Phone - +91 767 605 4321
ode Help Website

Figure 4-68: List of scenarios for the example of Impact of numerology on a RAN with phones sensors

and cameras

Network Scenario3: To model a real-world scenario, we base our simulation on the setup
shown in Figure 4-69. The link between the gNB and the L2_Switches that represents the Core
Network (CN) is made with a point-to-point 10 Gb/s link, without propagation delay. The Radio
Area Network (RAN) is served by 1 gNB, in which different UEs share the connectivity. We
have 25 smartphones, 6 sensors, 3 IP cameras. The bandwidth is 200MHz and Round Robin
MAC Scheduler. The position of the devices in the reference scenario depicted in Figure 4-69
is quasi-random.

0 450 500
0 i i i 1 L L L
@ s
Video_Server
100
]
= 7
Sensor_Server L 138
200 ;i Core_Switch_ 3 3 e NRE] BN [
E “34=217 B 45 .8 % |
| = ol i o g e 5
ek .Igameru PR . ’ W o \ 7 ::i:* Smart_Phone_24
Database_Server_Do | 3. 38,7 13, » A a4
300 - wnload Camem 17, 2 P -] i - A%
f SI"GI(P 5 0 ! . Sensor_6
" 3man o "‘3 saakor 3 = 28
=2 - ¥ saggor.4 Smat Phone 25
= Smart_Pho w‘m ' B ‘ \ B
= Sensor5 mart.| 28 ‘ 1 3
Smarg. Phcne 30 Pnoﬂe 3 \
Database_Server_Upl St monez Smn phnne 13 §martPhone.8 | smart_phone 21
400 + = o & 26~ mav _Phone_6
o 41Smart_Phone_9
Smart_Phone_14 @ ' l
Phone_1
Smart_Phone_11 Smaﬂ Phone? oot Phone. ‘S,“m Phone_4 Smart_Phone_15 Smart_Phone_18 Sm_\r( _Phone_23
b Smart_Phone_16mart_Phone_17 Smart_phone_13

Figure 4-69: Network set up for studying the with 25 smartphones, 6 sensors and 3 cameras

communicating with respective cloud servers.

3 This example is adapted from [3]
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In terms of application data traffic, the camera (video) and sensor nodes have one UDP flow
each, that goes in the UL towards a remote node on the Internet. These flows are fixed-rate
flows: we have a continuous transmission of 5 Mb/s for the video nodes, to simulate a 720p24
HD video, and the sensors transmit a payload of 500 bytes each 2.5 ms, that gives a rate of
1.6 Mb/s. For the smartphones, we use TCP as the transmission protocol. These connect to
data base servers. Each phone has to download a 25 MB file and to upload one file of 1.5 MB.
These flows start at different times: the upload starts at a random time between the 25" and

the 75" simulation seconds, while each download starts at a random time between the 1.5

and the 95™ simulation seconds.

Flows (No of TrafficRate Segment/File Size RAN Dir. TCI;i,:\CK
Camera (UDP) 3 5 500 UL -
Sensor (UDP) 6 1.6 500 UL -
Smartphone
Upload (TCP) 25 - 1,500,000 UL DL
Smartphone
Download 25 - 25,000,000 DL UL
(TCP)

Table 4-57: Various parameters of the Traffic flow models for all the devices

The numerology u can take values from 0 to 3 and specifies an SCS of 15 x 2# kHz and a slot
length ofziu ms. FR1 support 4 = 0,1 and 2, while FR2 supports u = 2, 3. We study the impact

of different numerologies, and how they affect the end-to-end performance. The metrics
measured and analysed are a) Throughput of TCP uploads & downloads, and b) Latency of
the UDP uploads

Settings done in example config file:

1. For the above scenario set the following given properties:

gNB Properties -> Interface (5G_RAN)

Pathloss Model None
Frequency Range FR1
CA Type Inter Band CA
CA_Configuration CA_2DL _2UL_n40_n41
CAl
Numerology 0,1,and 2
Channel Bandwidth 50 MHz
DL_UL Ratio 1:4
CA2
Numerology 0,1,and 2
Channel Bandwidth 50 MHz
DL_UL Ratio 1:4
MCS Table QAM64
CQI Table TABLE1

Table 4-58: gNB >Interface (5G_RAN) >Physical layer properties
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2. The following Application properties set to the above scenario:

Sensor UL UDP

Generation Rate (Mbps) 1.6
Transport Protocol UDP
Application Type Custom
Packet Size (Bytes) 500
Inter Arrival Time (us) 2500

Table 4-59: Sensor Application Properties for UL UDP

Camera UL UDP

Generation Rate (Mbps) 5

Transport Protocol UDP
Application Type Custom
Packet Size (Bytes) 500
Inter Arrival Time (us) 800
Table 4-60: Camera Application Properties for UL UDP

Transport Protocol = TCP
. 1.5 + 4(t), Where,
Start Time (s) i=0,1,2,....,48
Stop Time (s) 95
File Size (Bytes) 25,000,000
200  (Simulation
Inter Arrival Time ends at 100s and
(s) hence only one file
is sent)
Application Type FTP

Table 4-61: Phone Application Properties for DL TCP

Phone UL TCP

Application Type FTP
Transport Protocol | TCP

25+2(—1)

Start Time (s) Where, i=
1,2,.... ,25

Stop Time (S) 95

File Size (Bytes) 1,500,000
200 (Simulation ends
Inter Arrival Time (s)  at 100s and hence
only one file is sent)

Table 4-62: Phone Application Properties for UL TCP

3. The Tx_Antenna_Count was set to 2 and Rx_Antenna_Count was set to 4 in gNB >
Interface 5G_RAN >Physical Layer.

4. The Tx_Antenna_Count was set to 4 and Rx_Antenna_Count was set to 2 in UE >
Interface 5G_RAN >Physical Layer.

5. Run simulation for 100 sec. After simulation completes go to metrics window and note

down throughput and delay value from application metrics.

Result and Analysis:
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Numerology(un) =0

Camera
Uplink
Throughput Delay
(Mbps) (us)
4.99 184551
4.99 1848.21
4.99 1850.91

Sensor
Uplink
Throughput Delay
(Mbps) (us)
1.6 2274.02
1.6 2272.62
1.6 2279.64
1.6 2278.24
1.6 2276.83
1.6 2275.43

Smartphone
Downlink Uplink
Throughput = Throughput
(Mbps) (Mbps)
89.81 0.00
89.81 0.00
89.81 0.00
89.81 0.00
89.81 0.00
89.81 0.00
89.81 0.00
89.81 0.00
89.81 0.00
89.81 80.50
89.81 85.70
90.01 75.44
3.64 86.28
0.23 86.26
0.36 86.28
0.18 86.28
0.26 86.28
0.38 86.28
1.35 86.28
1.52 86.28
0.68 86.28
2.61 86.28
2.26 86.28
2.64 86.28
2.89 86.28

Table 4-63: Throughput and delay for Camera, Sensors and Smartphones, when pg =0

Numerology(p) =1

Camera
Uplink
Throughput  Delay
(Mbps) (us)
4.99 35801.95
4.99 35720.37
4.99 35948.6
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Sensor
Uplink
Throughput  Delay
(Mbps) (us)

1.60 1523.71
1.60 1522.31
1.60 1529.33
1.60 1527.92
1.60 1526.52
1.60 1525.12

Smartphone
Downlink Uplink
Throughput Throughput
(Mbps) (Mbps)
154.02 0.00
154.02 0.00
154.02 0.00
154.02 0.00
154.02 0.00
154.02 0.00
154.02 0.00
154.02 0.00
154.02 0.00
154.02 0.00
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154.02

153.73
0.52
0.55
0.66
0.63
0.69
4.56
7.14
6.61
1.11
5.58
5.69
2.09

Ver 14.0

172.52
172.52
171.38
171.38
171.38
171.38
171.38
171.38
171.38
171.38
171.38
171.38
171.38
171.38
171.38

Table 4-64: Throughput and delay for Camera, Sensors and Smartphones, when pg =1

Numerology(p) = 2

Camera
Uplink
Throughput Delay
(Mbps) (us)
5.00 78284.11
5.00 79995.75

5.00 52688.4
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Throughput
(Mbps)

1.6
1.6

1.6
1.6
1.6
1.6

Delay
(us)
773.58
772.17
779.19
777.79
776.38
774.98

Smartphone
Downlink Uplink
Throughput Throughput
(Mbps) (Mbps)
149.34 0.00
149.34 0.00
149.34 0.00
149.34 0.00
149.34 0.00
149.34 0.00
149.34 0.00
149.34 0.00
149.34 0.00
149.34 0.00
149.34 344.74
149.34 344.74
149.34 342.62
4.62 342.62
4.64 342.62
5.50 342.62
6.60 342.62
8.56 342.62
10.33 342.62
11.48 342.62
11.46 342.62
1141 342.62
11.44 342.62
11.44 342.62
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11.41 342.62

Table 4-65: Throughput and delay for Camera, Sensors and Smartphones, when pu = 2
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Figure 4-70: The average uplink throughput for camera and sensors remains the same as numerology
is increased. This is because the flow is UDP.
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Figure 4-71: Smartphone Uplink, and Smartphone Downlink average throughput vs. Numerology (1)
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Figure 4-72: Camera Uplink, and Sensor Uplink Latency vs. Numerology. The latency drops as the
numerology increases
For UDP applications the u does not impact the throughput. This is because throughput of
UDP over 5G only depends on the "capacity" of the OFDM time-frequency grid. Changing the
numerology does not change the OFDM capacity, given the inverse relationship between
subcarrier spacing and numerology. However, higher u leads to an obviously lower delay. The
variation of delay vs. u is as follows:

\ Avg Delay (Camera) Avg Delay (Sensor)

u=0 1.838 ms 2.286 ms
n=1 0.930 ms 1.536 ms
u=2 0.476 ms 0.780 ms

Table 4-66: Variation of delay vs. numerology for Camera and Sensors
The TCP throughput is inversely proportional to round trip time. Therefore, for applications
running over TCP the throughput increases with higher numerology. This is because higher
Numerology leads to reduced round-trip (end-to-end) times.

4.13 Impact of UE movement on Throughput

Open NetSim, Select Examples ->5G NR -> UE Movement vs Throughput then click on the
tile in the middle panel to load the example as shown in below Figure 4-73.
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Results

As the UE moves away from the gNB, the Application throughput
starts reducing. The maximum throughput of 10 Mbps is obtained
until 40 seconds. At 40s the UE is 1000m away from the gNB
‘Then the throughput drops to 9.5 Mbps at 40 seconds and at time
48 seconds (when UE is 1200m away from gNB), the throughput
drops to 6.3 Mbps and at time 52 seconds (when UE Is 1300m
away from gNB). the throughput drops to 4 Mbps and
subsequently keeps dropping as ill the end of the simulation as.
the UE continues to move further away from the gNB

Ready to simulate scenarios to understand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then click on a tile in the middle panel to load the simulation. Click on the book icon on
the left (Example Simulations) panel to view documentation (pef).

Support Leam

Documentation

al

Contact Us

Email - sales@tetcos.com
Phone - =01 767 605 4321
Website : www tetcos.c

Figure 4-73: List of scenarios for the example of UE Movement vs Throughput

NetSim Ul displays the configuration file corresponding to this experiment as shown below in

Figure 4-74.

o 200 400 600 800 1000 1200 1400 1600 1800 2000 2200 2400 2600 2800 3000
0 . . . \ !
Macro celllgNB Omni 8
500 A Ant. 9
1000 A 3
1500 4 3 10 Core_Switch_4 Core_Switch_5
[ DL_UDP_Const_Rate
2000 + 3
2500 o
wn UE moves 1 meter to 2500 meters away from the gNB due to mobility.
3000

Figure 4-74: Network set up for studying Throughput vs. UE Movement

The following set of procedures were done to generate this sample:

Step 1: A network scenario is designed in NetSim GUI comprising of 1 gNB, 5G-Core, and 1
UE and 1 Wired Node in the “5G NR” Network Library.

Step 2: Grid Length was set to 3000 m x 3000 m.

Step 3: The device positions are set as per the table given below Table 4-67.

Device UE 8 gNB 7

500 500
1 0

Table 4-67: Device general properties
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Step 4: The following properties were set in Interface (5G_RAN) of gNB

Tx_Power 40

gNB Height 10m

CA Type Single Band

CA Configuration n78

DL-UL Ratio 4:1

Numerology 0

Channel Bandwidth 10 MHz

MCS Table QAM64LOWSE

CQI Table TABLE3

Propagation Model Urban Macro
Pathloss Model 3GPPTR38.901-7.4.1
LOS NLOS Selection User Defined

LOS Probability 0

Shadow Fading Model None

Fading and Beamforming NO_FADING_MIMO_UNIT_GAIN

Table 4-68: gNB >Interface (5G_RAN) >Physical layer properties
Step 5. Set Tx_Antenna_Count and Rx_Antenna_Count as 2 and 1 in gNB properties >
Interface(5G_RAN) > Physical Layer.

Step 6: Set Tx_Antenna_Count and Rx_Antenna_Count as 1 and 2 in UE properties >
Interface(5G_RAN) > Physical Layer.

Step 7: In the General Properties of UE 8, set Mobility Model as File Based Mobility

Step 8: A CBR Application was generated from Wired Node 10 i.e. Source to UE 8 i.e.
Destination with Packet Size remaining 1460Bytes and Inter Arrival Time remaining 1168ps.

Step 9: The Transport Protocol was set to UDP.

Step 10: Additionally, the “Start Time(s)” parameter is set to 1s, while configuring the
application.

File Based Mobility: In File Based Mobility, users can write their own custom mobility models
and define the movement of the mobile users. Create a mobility.csv file for UE’s involved in
mobility with each step equal to 4 sec with distance 100 m.

The NetSim Mobility File (mobility.csv) format is as follows:
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Figure 4-75:
Step 11: Plots is enabled in NetSim GUI.

Step 12: Run simulation for 100s.

Results:
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Figure 4-76: Plot of Throughput (Mbps) vs Time (sec)
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Discussion

As the UE moves away from the gNB, the Application throughput starts reducing. The
maximum throughput of 10 Mbps is obtained until 36 sec. At 40s the UE is 1000m away from
the gNB. Then the throughput drops to 9.5 Mbps at 40 sec and at time 48 sec (when UE is
1200m away from gNB), the throughput drops to 5.84 Mbps and at time 52 sec (when UE is
1300m away from gNB), the throughput drops to 2.10 Mbps and subsequently keeps dropping
as till the end of the simulation as the UE continues to move further away from the gNB.

© TETCOS LLP. All rights reserved Page 232 of 234



5 Omitted Features

» The omitted features in the PHY layer are mentioned in 3.9.1.
» Wireshark packet capture for 5G MAC

= Broadcast transmissions

Ver 14.0

* Implementation of ROHC (rfc 5795) for header compression and decompression of IP data

flow

»= Application

o Different resource type and priority levels for applications

* RRC

o Moadification and release of RRC connection

= PDCP

o ciphering and deciphering

o integrity protection

o for split bearers, routing

= MAC

o Random access procedure

o PCH

o BCH

o DRx

o S-cells

o BWRP operation

o SUL operation

o Beam failure detection
o MACCE

o RNTI

o MAC header

= Miscellaneous

o In-sequence delivery of upper layer PDUs at re-establishment of lower layers

o Duplicate elimination of lower layer SDUs at re-establishment of lower layers for radio

bearers mapped on RLC AM.

o Timer based discard and Duplicate discarding.
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6 5G NR Experiments in NetSim

Apart from examples, in-built experiments are also available in NetSim. Examples help the
user understand the working of features in NetSim. Experiments are designed to help the user
(usually students) learn networking concepts through simulation. The experiments contain
objective, theory, set-up, results, and inference. The following experiments are available in the

Experiments manual (pdf file).

1. Simulate and study 5G Handover procedure.
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