NetSim®

Accelerate Network R & D

Internet of Things (10T)
and

Wireless Sensor Networks
(WSN)

A Network Simulation & Emulation Software

By

N
~~
[ )

Ver 13.0 Page 1 of 68



The information contained in this document represents the current view of TETCOS LLP on
the issues discussed as of the date of publication. Because TETCOS LLP must respond to
changing market conditions, it should not be interpreted to be a commitment on the part of
TETCOS LLP, and TETCOS LLP cannot guarantee the accuracy of any information presented
after the date of publication.

This manual is for informational purposes only.

The publisher has taken care in the preparation of this document but makes no expressed or
implied warranty of any kind and assumes no responsibility for errors or omissions. No liability
is assumed for incidental or consequential damages in connection with or arising out of the
use of the information contained herein.

Warning! DO NOT COPY

Copyright in the whole and every part of this manual belongs to TETCOS LLP and may not be
used, sold, transferred, copied or reproduced in whole or in part in any manner or in any media
to any person, without the prior written consent of TETCOS LLP. If you use this manual you
do so at your own risk and on the understanding that TETCOS LLP shall not be liable for any
loss or damage of any kind.

TETCOS LLP may have patents, patent applications, trademarks, copyrights, or other
intellectual property rights covering subject matter in this document. Except as expressly
provided in any written license agreement from TETCOS LLP, the furnishing of this document
does not give you any license to these patents, trademarks, copyrights, or other intellectual
property. Unless otherwise noted, the example companies, organizations, products, domain
names, e-mail addresses, logos, people, places, and events depicted herein are fictitious, and
no association with any real company, organization, product, domain name, email address,
logo, person, place, or event is intended or should be inferred.

Rev 13.0 (V), March 2021, TETCOS LLP. All rights reserved.

All trademarks are property of their respective owner.

Contact us at

TETCOS LLP

# 214, 39" A Cross, 71" Main, 5th Block Jayanagar,
Bangalore - 560 041, Karnataka, INDIA.

Phone: +91 80 26630624

E-Mail: sales@tetcos.com

Visit: www.tetcos.com

Ver 13.0 Page 2 of 68


mailto:sales@tetcos.com
http://www.tetcos.com/

Table of Contents

1

INErOdUCHION ... 5
SimUuIation GUIL......oeeeeeeeeeeeeeeeeee s 7
N B O (=Y | (IR o= o F= Ty o R 7
2.1.1 Fast Configuration...........oouuiiiiiiiii e 7
2.1.2 Wireless Sensor NetWOIKS ........ooooiiiiiiiiiiiie e 9
2.1.3 Internet of ThiNGS ....oii e e 10
2.1.4 Differences between loT and WSN in NetSim..........c..ooooviiiiiininneenns 11
2.1.5 Device AtNDULES .......ooiiieieieeeeeeeeeeeeeeeeeeeee e 11
2.2 Set Node, Link and Application Properties.............ccoiiiiiiiiiiiiiiiiieeeeeeiceee e 19
2.2.1 Setting Static ROULES........c.ovuiiiii e 21
2.3 Enable Packet Trace, Event Trace & Plots (Optional).........cccccceeeeiiiiiiiiiiiiieeneenn. 22
2.4 RUN SIMUIAHION ..eee e e ettt s e e e e e e e e et a e e e e eeeeenenes 22
Model Features ... 23
3.1 L3 Routing: DSR, OLSR, ZRP and AODV ........ccutiiiiiiiiiiiiiieiieeeeeeeeeeseeeeeeeensesnnnnnns 23
3.2 L3 Routing: RPL ProtOCOI ......cccuuiiiieici et et e e 23
3.2.1 RPL Objective FUNCLION ........cooiiiiiiiiiiiiiiiiiiiiieeeeeee 24
3.2.2 Topology ConstruCtion ...........cccooeiiiiiiiiiiii e 25
3.2.3 RPLLOG File ..ot nnnnnnnnne 26
3.2.4 Viewing RPL control messages in Wireshark ...............coooiiiiiiiiiininn, 30
3.3 MAC /PHY: 802.15.4 OVEIVIEW .....cooeviieiiiiiiiieieeiiieieeeeseeesssssssssssssssesssssssnsnsssnnsnnns 31
3.3.1 CSMAJ/CA Implementation in NetSim .............cccooviieiii i, 32
3.3.2 Beacon Order and Super Framer Order...........ooouvieeiiiieiiiiiiiiiiee e 34
3.4 Battery/Energy MOEl ..........ooooiiiiiiiiiiiiiiiiiiiieiiee e 34
3.5 Sensor Application - How to model sensing interval? .........c...cccooooiiiiiiieeen, 35
3.6 Model LIMItations .......coooeiiiiiiii e e e e aaane 36
3.7 WSN/IOT File Based Placement ............oooviiiiiiiiiiiiiiiiiiiiiiieiiiiiieiiieeeeeeeeeeeeeeeneneees 37
3.7.1 Internet Of ThINGS .....oeiiiii e 37
3.7.2 Wireless Sensor NetWOrks ........cooooviiiiiiiiiii 39
Featured EXampPles. ... s 41
4.1 10T Example SIMUIations ...........oouuiiiiiiiiii e 41
411 ENErgy MOGEL.......oooiiiiiiiiiiieeeee e 41
4.1.2 Working of RPL Protocol in 10T ......c.ovvuiiiiiiicceeeee e, 43

Ver 13.0 Page 3 of 68



4.1.3 Mode of Operations in [OT RPL.........ooiiiiiii e, 50

4.2 WSN Example SImUIAtioN ... e 60

4.2.1 Beacon TiMe ANAlYSIS........ciiiiiiiiieiiee e 60

4.2.2 CAP TimMeE ANGIYSIS ....ooeieiiiiiiiiiiiiiiiiieie i 62

4.2.3 Static Routing iN WSN ... 64

5 Reference DoCUmMENtS..........ccoiiiiiiriinrr 68

N I 1 L= 8 O T 68
Ver 13.0 Page 4 of 68



1 Introduction

Internet of Things (loT) is an ecosystem of devices that connect to and communicate via the internet.
A typical 10T deployment consists of

= Embedded devices / sensors.
= Communication over an IP network (between the devices and to/from cloud
servers).

= Cloud services, Big Data, Analytics / Machine learning on the cloud.
NetSim can be used to simulate the communication network. The sensors used in NetSim are
abstract, which means that they could be any kind of sensor or embedded device. Any data
transmitted by these devices have to be in the form of ‘IP Packets’. NetSim simulates the
transmission of these IP packets. It does not focus on ‘what is the application payload’ being

sent and is not concerned with data storage & analytics of this payload.

NetSim’s Internet of Things (loT) and Wireless Sensor Network (WSN) libraries stack

comprises of

= Application Layer: Sensor App as well as applications such as Voice, Video, CBR
etc.

= Transport Layer: UDP

= Network layer: AODV and RPL

= MAC and PHY layers: 802.15.4 Zigbee
NetSim models loT as a WSN that connects to an Internetwork through a 6LowPAN Gateway.
The 6LowPAN Gateway uses two interfaces: a Zigbee (802.15.4) interface and a WAN
Interface. This WSN sends data to a 6LowPAN Gateway. The Zigbee interface allows wireless
connectivity to the WSN while the WAN interface connects to an Internetwork.
IEEE 802.15.4 uses either Beacon Enabled or Disabled Mode for packet transmission. In
Beacon Enabled Mode, nodes use slotted CSMA/CA algorithm for transmitting packets else
they use Unslotted CSMA/CA.
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Figure 1-2: The Result dashboard and Plot window shown in NetSim after completion of simulation
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2 Simulation GUI

In the Main menu select New Simulation—> Wireless Sensor Networks as shown Figure 2-1.

[ NetSim Home

NetSim Standard

Network Simulation/Emulation Platform

Version 13.0.16 (64 Bit)

tcos.com

| New Simulation CulsN  Current workspace: NetSim_13.0.16_64._std default
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Your work cul-0 i i
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Examples CHri+E Features TCP, IP, Routing, Wi-Fi Ethernet, RF eatures Fure Jiona, siottec Aona an Features DSR, AODY, OLSR and ZRP routing protacals,
5 Legacy Networks run standalone and do not interface )
Propagation, Application Models, Network Stack g and multiple MANETs with bridge nodes. MANETs
with Internetworks library
Simulation Kernel, Animator and Plot Engine interface with Intemetworks lbraty
€ Wireless Sensor Networks wa €| Internet of Things J& Cognitive Radio Networks it
02154 MAC/PHY with MANET Routing Features WSN, RPL and 6LoWPAN with MANET Based on 80222 standard and interfaces with
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Bit Alt+F4 )l LTE/ LTE-A e @/ Vehicular Adhoc Networks Gl 56 NR ol
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Figure 2-1: NetSim Home Screen
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Figure 2-2: Fast Configuration window
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Fast Config window allows users to define device placement strategies and conveniently
model large network scenarios especially in network such as MANET, WSN and loT. The
parameters associated with the Fast Config Window is explained below:

Grid length: It is the area of simulation environment. Users can change the length of the grid
in the range of 50-1000000m.

Side length: It specifies the area in the grid environment within which the devices will be
placed. User can change the side length of the grid in the range of 50 - 1000000m. Side length
should be multiple of 50. Side length should always be set to a value lesser than or equal to
the Grid length.

Device Placement - Automatic Placement:

1. Uniform Placement: Devices will be placed uniformly with equal gap between the
devices in area as specified inside length. This requires users to specify the number
of devices as square number. For E.g. 1, 4, 9, 16 etc.

2. Random Placement: Devices will be placed randomly in the grid environment within
the area as specified inside length.

3. File Based Placement: In order to place devices in user defined locations file-based

placement option can be used. The file has the following general format:
<DEVICE_NAME>,<DEVICE_TYPE>,<X_COORDINATE>,<Y_COORDINATE>
Where,

DEVICE_NAME - is any name that will be assigned to the device.
DEVICE_TYPE - is the unique Device ldentifier specific to each type of device in NetSim.
Following table provides a list of all possible devices in MANET, WSN, and IOT Networks that

support the Fast Configuration along with their respective device types:

NETWORK DEVICE_TYPE

WIRELESSNODE
BRIDGE_WIREDNODE
BRIDGE_WIRELESSNODE
WIREDNODE

ROUTER

L2 SWITCH

Sensors
SinkNode

Manets

WSN

N oOoRoOb =
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IOT_Sensors
LOWPAN_Gateway
WIREDNODE
WIRELESSNODE
IOT_ROUTER
ACCESSPOINT

L2 _SWITCH

Table 2-1: Fast Configuration window support different networks

10T

NoOoOhkwN =

Note: For more details about File Based Placement, refer Section 4.3

1. Number of Devices: It is the total number of devices that is to be placed in the grid
environment. It should be a square number in case of Uniform placement.

2. Manually Via Click and Drop: Selecting this option will load an empty grid
environment where users can add devices manually by clicking and dropping the

devices as required.

2.1.2 Wireless Sensor Networks

The devices that are involved in WSN are:

Wireless_Sensor - In general, sensors monitor and records the physical conditions of the
environment which is then sent to a central location (Sink node) where the data is collated and
analysed for further action. Sensors in NetSim are abstract in terms of what they sense, and
NetSim focuses on the network communication aspects after sensing is performed.
WSN_Sink (in WSN): Sink node is the principal controller in WSN. All sensors send their data
to this sink node. In NetSim, users can drop only one sink node in a WSN.

Ad-hoc Link: Ad hoc link depicts a decentralised type of wireless network. The network is ad
hoc because it does not rely on any pre-existing infrastructure, such as routers in wired
networks or access points in managed wireless networks. In NetSim, Ad hoc link are used to
connect the Sensors and the Sink node. Ad hoc links are used here for a visual representation
of connection of all the devices in an Ad hoc basis.

Note: While designing a network, after dropping the sensor nodes and the sink node, click on
the Adhoc link present in the top ribbon/toolbar and drop it inside the grid like you did for
sensors and sink node. Once the Ad hoc link is present inside the grid, click on the same and
now click on the other devices (say sensors or sink) you wish to connect. Similarly repeat the

same procedure to connect all the devices to the Ad hoc link.
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Figure 2-3: Network Topology of WSN
2.1.3 Internet of Things

The devices that are involved in loT are:

loT_Sensor - In general, sensors monitor and records the physical

conditions of the

environment which is then sent to a central location (Sink node) where the data is collated and

analysed for further action. Sensors in NetSim are abstract in terms of what they sense, and

NetSim focuses on the network communication aspects after sensing is performed.

LoWPAN Gateway (in loT) - LOWPAN is an acronym of Low power Wireless Personal Area

Networks. The LoOWPAN IoT gateway functions as a border router in a LOWPAN network,

connecting a wireless IPv6 network to the Internet. The wired portion of the network in loT

runs IPv4 whereas the wireless portion runs IPv6. The IPv6 routing protocols supported as

AODV and RPL.

Ad-hoc Link: Ad hoc link depicts a decentralised type of wireless network. The network is ad

hoc because it does not rely on any pre-existing infrastructure, such as routers in wired

networks or access points in managed wireless networks. In NetSim loT, Ad hoc link are used

to connect the IoT_Sensors and the 6LowPAN_Gateway. Ad hoc links are used here for a

visual representation of connection of all the devices in an Ad hoc basis.

Users can also add routers and nodes as shown below. Routers can be connected to the

6LoWPAN-Gateway and nodes/switches can be connected to routers using wired/wireless

links.
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Figure 2-4: Internet of Things

2.1.4 Differences between loT and WSN in NetSim

WSN

WSN consists of a network of only
Sensors.

WSN runs IPv4 and features a sink (not
a gateway).

Routing protocols in NetSim WSN
include, DSR, AODV, OLSR, and ZRP.

loT

IOT has a gateway which can be used
to connect to internetworks (having
routers, switches, APs etc.).

IOT runs IPv6 in the sensor network
(802.15.4 MAC/PHY) and IPv4 on the
inter-network portion.

Routing protocols in NetSim IoT include,
AODV and RPL.

Table 2-2: Differences between loT and WSN in NetSim

Note: Please refer MANET Technology libra

2.1.5 Device Attributes
GENERAL PROPERTIES

ry for working of AODV, DSR, OLSR and ZRP.

Right click on any sensor and select properties. The general properties of the sensor are:

Device name is the name of sensor which is editable and will reflect in the GUI
before and after simulation.
X /Lat and Y/Lon are the coordinates of a sensor.

Z coordinate by default will be zero (this is reserved for future use).
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[ Sensars

Sensors

NETWORK_LAYER

INTERFACE_1 (ZIGBEE)

¥ GENERAL

Device Name

Z

Interface Count
WireShark Capture
Mability_Model
Welocity(m/s)
Calculation_Intenval(s)

PauzeTime(s)

| Wireless_Sensor_2

GENERAL Type SENSOR
APPLICATION_LAYER Device Type Sensors

X/ Lon | 62,01 |
TRANSPORT_LAYER

¥/ Lat | 1025 |

1

| Disable

| RANDOM_WAY_POINT

E

| 1.0

E

CK

Reset

Figure 2-5: General Properties window for Sensor

Interface count is 1 since sensors share the wireless Multipoint-to-Multipoint medium.

Mobility Models: Mobility models can be used to model movement of sensors. The mobility
models provided in NetSim are:
= Random Walk mobility model: It is a simple mobility model based on random
directions and speeds.
= Random Waypoint Mobility Model: It includes pause time between changes in
direction and/or speed.
= Group mobility: It is a model which describes the behavior of sensors as they move
together i.e., the sensors having common group id will move together.
= Pedestrian Mobility Model: This model is applicable to each node (local parameter),
and the configuration parameters are:
o Pedestrian_Max_Speed (m/s) (Range: 0.0 to 10.0. Default: 3.0)
o Pedestrain_Min_Speed (m/s) (Range: 0.0 to 10.0. Default: 1.0)
o Pedestrian_stop_probability (Range: 0 to 1)
o Pedestrian_stop_duration (s). (Range: 1 to 10000)

In this model it is assume that the pedestrian stops at traffic lights. The

stop_probability represents the probability of encountering a traffic light. This is
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checked for every Calcuation_interval. Once stopped, the pedestrian waits for a
duration equal to stop_duration for the light to turn green. A new direction is
chosen randomly after every stop with 6 (angle between new direction and
current direction) taking values of 0, 90, 180, 270. These 6 values represent the
pedestrian continuing in the same direction, taking a left, taking a U turn and
taking a right respectively.

A new speed is chosen randomly after evert stop. Min_speed < Speed <
Max_Speed.

The maximum number of stops and starts is 10.

= File Based mobility: In File Based Mobility, users can write their own custom
mobility models and define the movement of the mobile users. The name of the trace
file generated should be kept as mobility.txt and it should be in the NetSim Mobility

File format.

APPLICATION PROPERTIES - Transport Protocol, by default set to UDP. To run with TCP,

users have to select TCP protocol from the drop down.
NETWORK LAYER- NetSim WSN, supports the following MANET routing protocols.

DSR (Dynamic source routing): Note that in wireless sensor networks, by default Link Layer
Ack is enabled. If Network Layer ack is enabled users must set DSR_ACK in addition to
Zigbee_ACK in MAC layer.

W% Sensors . .
W Y
Sensors v NETWORK_LAYER
Protocol W2 ipva
GENERAL Static_IP_Route_GUI n B

APPLICATION_LAYER Static_IP_Route_File

Processing_Delay (Microsec) 0.0
TRANSPORT_LAYER -
| Routing Protocol DSR v
NETWORK_LAYER : -
ACK Type LINK_LAYER_ACK -

INTERFACE_1 (ZIGBEE)

Figure 2-6: Network Layer Properties Window - DSR Protocol
AODV (Ad-hoc on-demand distance vector routing):
AODV (Ad Hoc on Demand Distance Vector) is an on-demand routing protocol for wireless
networks that uses traditional routing tables to store routing information. AODV uses timers at
each node and expires the routing table entry after the route is not used for a certain time.

Some of the features implemented in NetSim are,

» RREQ, RREP and RERR messages.
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= Hello message.
= Interface with other MAC/PHY protocols such as 802.15.4, TDMA / DTDMA.

ZRP (Zone routing protocol): For interior routing mechanism NetSim uses OLSR protocol.
Hello interval describes the interval in which it will discover its neighbor routes.

Refresh interval is the duration after which each active node periodically refresh routes to

itself.
!’E Sensors = —
Sensors v NETWORK_LAYER
Protocol 1PV4
GENERAL Static_IP_Route_GUI Configure Static Route IP

APPLICATION_LAYER Static_IP_Route_File

Processing_Delay (Microsec) 0.0
TRANSPORT_LAYER .

| Routing Protocol DSR -

NETWORK_LAYER . :
ACK Type LINK_LAYER_ACK -

INTERFACE_1 (ZIGBEE) ‘ ‘

Figure 2-7: Network Layer Properties Window - ZRP Protocol

TC Interval is a Topology control messages are the link state signaling done by OLSR. These

messages are sent at TC interval every time.

Zone radius: After dividing the network range of the divided network will be based on zone
radius. A node's routing zone is defined as a collection of nodes whose minimum distance in

hops from the node in question is no greater than a parameter referred to as the zone radius

OLSR (Optimized link State Routing): Except zone radius all the parameters are similar to
ZRP.

DATALINK LAYER

802.15.4 (Zigbee Protocol) runs in MAC layer. In the sink node or pan coordinator properties

users can configure the Beacon frames and the superframe structure.
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WY Sinknode ] X

» NETWORK_LAYER

Sinknode
v DATALINK_LAYER
GENERAL Protocol IEEE802.15.4
APPLICATION_LAYER AckRequest Disable -
TRANSPORT_LAYER MAC_Address ECA2CAFTAB90

BeaconMode Enable s
NETWORK_LAYER

SuperframeQOrder 15
INTERFACE_1 (ZIGBEE)

BeaconOrder 15

GTSMode Enable -
Battery Life Extension TRUE v
SuperframeDuration(ms) 15.36

Max CSMA BO 4

Min CAP Len(Symbols) 440

Max Backoff Expo

Min Backoff Expo

Max Frame Retries

Figure 2-8: Datalink layer properties window for sinknode
Superframe Order — It describes the length of the active portion of the Superframe, which

includes the beacon frame. Range is from 0-15.

Beacon Order- Describes the interval at which coordinate shall transmit its beacon frames.

Range is from 1-15.

GTS Mode (Guaranteed Time Slot) — If it is enabled it allows a device to operate on the
channel within a portion of the super frame that is dedicated (on the PAN) exclusively to the

device.

Battery life Extension subfield is 1 bit in length and shall be set to one if frames transmitted

to the beaconing device.

Superframe Duration is divided into 16 equally sized time slots, during which data
transmission is allowed. The value of supreframe duration by default is 15.36ms.

Max CSMA Backoff is the CSMA-CA algorithms will attempts before declaring a channel

access failure. Having range 0-5.

Minimum CAP length is the minimum number of symbols forming the Contention access
period. This ensures that MAC commands can still be transferred to devices when GTSs

(Guaranteed time slots) are being used.
Max and Min backoff exponent values of CSMA-CA algorithms having range 3-5.

Max frame retries is the total number of retries after failed attempts.
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Unit Backoff period is the number of symbol forming the basic time period used by the CSMA-
CA algorithms.

PHYSICAL LAYER

The frequency band used in NetSim WSN simulations is 2.4 GHz, and the bandwidth is 5 MHz.

NetSim simulates a single channel ZigBee network and does not support multiple channels.

Data rate is the number of bits that are processed per unit of time. The data rate is fixed at
250 kbps per the 802.15.4 standard.

Chip Rate: A chip is a pulse of direct-sequence spread spectrum code, so the chip rate is the

rate at which the information signal bits are transmitted as pseudo random sequence of chips.

Modulation technique: O-QPSK (Offset quadrature phase shift keying) sometimes called as
staggered quadrature phase shift keying is a variant of phase-shift keying modulation using 4

different values of the phase to transmit.

MinLIFSPeriod is minimum long inter frame spacing Period. It's a time difference between
short frame and long frame in unacknowledged case and time difference between short frame

and Acknowledged in acknowledge transmission.

SIFS (Short inter frame Symbol) is generally the time for which receiver wait before sending
the CTS (Clear To Send) & acknowledgement package to sender, and sender waits after
receiving CTS and before sending data to receiver. Its main purpose is to avoid any type of

collision. Min SIFS period is the minimum number of symbols forming a SIFS period.

Phy SHR duration is the duration of the synchronization header (SHR) in symbol for the
current PHY.

Phy Symbol per Octet is number of symbol per octet for the current PHY.

Turn Around Time is transmitter to receiver or receiver to transmitter turnaround time is
defined as the shortest time possible at the air interface from the trailing edge of the last chip
(of the first symbol) of a transmitted PLCP protocol data unit to the leading edge of the first
chip (of the first symbol) of the next received PPDU.

CCA (Clear Channel assessment) is carrier sensing mechanisms in Wireless Network. Here

is the description:

= Carrier Sense Only: It shall report a busy medium only upon the detection of a
signal complaint with this standard with the same modulation and spreading
characteristics of the PHY that is currently in use by the device. This signal may be

above or below the ED threshold.
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= Energy Detection: It shall report a busy medium upon detecting any energy above
the ED threshold.

= Carrier Sense with Energy Detection: It shall report a busy medium using a logical
combination of detection of a signal with the modulation and spreading characteristics
of this standards and Energy above the ED threshold, where the logical operator may
be AND or OR.

Receiver sensitivity is the minimum magnitude of input signal required to produce a specified
output signal having a specified signal-to-noise ratio, or other specified criteria. It's up to our

calculation what we want a receiver sensitivity.

Receiver ED threshold is intended for use by a network layer as part of a channel selection
algorithms. It is an estimate of the received signal power within the bandwidth of the channel.
No attempt is made to identify or decode signal on the channel. If the received signal power is

greater than the ED threshold value then the channel selection algorithms will return false.

Transmitter Power is the signal intensity of the transmitter. The higher the power radiated by
the transmitter’'s antenna the greater the reliability of the communication system. And

connection medium is Wireless.

Reference Distance (d,) is known as the reference distance and the value of d, is usually
defined in the pathloss model or in the standard. PL,, is the pathloss at reference distance. In
805.15.4, the standard defines d, = 8m and PL;, = 58.5dB. Please see Propagation-

Model.pdf manual for more information.
POWER MODEL

= Power sourec can be battery or main line. This model in NetSim is used for energy
calculations. In case of battery following parameters will be considered: -

= Recharging current is the current flow during recharging. Range is from 0-1mA.

= Energy Harvesting is the process by which energy is derived from external source,
captured, and stored. NetSim supports an abstract Energy Harvesting model a
specified amount of energy (calculated from recharging current and voltage specified)
is added to the remaining energy of the node periodically to replenish the battery.

= Initial Energy is the battery energy range is from 0 to 1000mW.

= Transmitting current for transmitting the power. Range 0-20mA. Transmit power and
transmit current are independent in NetSim. Since the focus of NetSim is packet
simulation, the power modeling is abstract. It is left to the user to change the transmit
current accordingly (when increasing/decreasing the transmit power) if the user’s goal
is to study power consumption.

* Idle mode is the current flow during the ideal mode range is between 0-20mA.
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= Voltage is a measure of the energy carried by the charge. Range is from 0-10V.

= Received current is the current required to receive the data having range from 0-
10mA.

= Sleep mode current is current flowing in sleep mode of battery range is from 0-20mA.

Note: The resultant energy metrics and their definitions are provided in NetSim_User_Manual
in the Outputs section.
The following table shows the properties of sensor in NetSim.

Sensor Properties

Global properties (and default settings)

Network layer

Routing protocol DSR
ACK _Type LINK_LAYER_ACK
Data link layer
ACK request Enable
Max Csma BO 4

Max Csma Exponent 5

Min Csma Exponent 3

Max frame retires 3
Local properties (and Default settings)

Physical layer

phySHRduration(symbols) 3
Physymbolperoctet 04
CCA mode CARRIER_SENSE_ONLY
Reciever sensitivity(dbm) -85
ED_Threshold (dbm) -95
Transmitter power(dbm) 1
Power
Power source Battery
Energy harvesting ON
Recharging current (mA) 0.4
Initial energy (mw) 1000
Transmitting current (mA) 8.8
Idle mode current (mA) 3.3
Voltage (v) 3.6
Receiving current (mA) 9.6
Sleep mode current (mA) 0.237

Table 2-3: MAC and PHY layer properties of sensor
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2.2 Set Node, Link and Application Properties

= Users need to connect the sensors and LOWPAN gateway using adhoc links.

= Interconnection among other devices is same as in Internetworks.

= LoWPAN gateway can be connected with router using links.

= Right click on the appropriate node or link and select Properties. Then modify the
parameters according to the requirements.

= Routing Protocol in Application Layer of router and all user editable properties in
DataLink Layer and Physical Layer of Access Point and Wireless Node are
Global/Local i.e. changing properties in one node will automatically reflect in the others
in that network.

» |n Sensor Node, Routing Protocol in Network Layer and all user editable properties in
DataLink Layer, Physical Layer and Power are Global/Local i.e. changing properties in
one node will automatically reflect in the others in that network. The following are the
main properties of sensor node in PHY and Datalink layers as shown Figure 2-9/Figure

2-10/Figure 2-11.

-.1_'! SEnsoTS o w0
METWORE_LAYER
Sensors ¥ WA, LAYER
W DATALINK_LAYER
GENERAL Protocol IEEEA02.15.4
APFPLICATION_LAYER AckRequest CHsable -
TRANSPORT_LAYER MAL_Address OBABEI190158
Max CSMA BO 3

METWORK_LAYER

Min CAP Len{Symbals) 440
INTERFACE_1 (ZMGBEE)

Max BEackol! Expa
Min Backalf Expa
Max Frame Retries

Unit B0 Peniod(Symbals) 20

Figure 2-9: Datalink layer properties window for sensor
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E‘I Sensors
Sansors F NETWORE_LAYER
» DATALINK_LAYER

GENERAL ¥ PHYSICAL LAYER

APPLICATION LAYER Protacal IEEEBO2.15.4

TRANSPORT_LAYER FrevencyBand(hHz) 2400

NETWIORK_LAYER g i e
ChipRate(Mchepsy) 2000
SymbolRate{loymbols's) 625
Maodulation Techregue O-0F5K
haenLIFE Period(Symbok) 40
kAinSIFSPenod Symbals) 12
UnitBackofiTimeSymibalsh 20
PhySHRDumtion[Symbol) 3
PhydymbalperPOctet E-Eld-
TurnfroundTime{Symbaii) 12
CCA Mode :C-‘:.ERIEH,_SEI\SE_DNLY
Recemver_Sersitaity{dlm) - éi_

Figure 2-10: PHY layer properties window for sensor

E[ Sensors
L Po— » METWIORK_LAYER
r DATALINE_LAYER
GENERAL * PHYSICAL_LAYER
P TS 1 L
APPLICATION_LAYER
Antenna Hesght{m) 1
TRANSPORT_LAYER
Conrspgtion_Medium WIRELESS
HETWORK_LAYER Reference Datance o0{m) [ B
POWER
Pewerheuroe Battery
EnergyHanmesting . On
RechargingCurrent{maA) [ 04
Iritial Ereergey{mAM) 05
TransmattingCurrentima) &g
IdieMedelurment{ma) 13
Weltage(V) 16
RecerangCurment{mA) . L
SleepModeCurment{ma) 0237

Figure 2-11: Battery Model for Sensor

= Set the values according to requirement and click OK.

= Click on the Application icon present on the ribbon and set properties. Multiple
applications can be generated by using add button in Application properties.
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# Plots
2|

[jﬂ f%f] Packet Trace

Application ?D Event Trace Run

Figure 2-12: Application icon present on top ribbon

= Set the values according to requirement and click OK.

g[ Configure Application [m] x

v APPLICATION

Application | + |

Mpphication_Methad UNICAST -
Appbs abon_Type SENSOR_AFF -

Apphication ID

Application_Name App1_SENSOR_APP

Source_Count

Source iD i -

Dedtinaticn_Count

Destination 1D 16 -

Start_Timse{s) 0

End_Tirme{z) 100000

Sre_to_Dest ke ing -

Encryptudh MONE -

Ramdom_Startup FALSE -

Session Protocod HOME

Traripart_Protosal P =

Qs BE -
oK Retet

Figure 2-13: Application Configuration window
Detailed information on Application properties is available in section 6 of NetSim User Manual.
2.2.1 Setting Static Routes

In Device Properties > Network layer > Configure static route IP, users can set static routes.
When static routes are set the dynamic routing protocol entries are overwritten by the static
routing entries. Static route configured explained in Internetworks technology library
document, Section Configuring Static Routing in NetSim

Static route option is available for all sensors in WSN.
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[3% Sensors O X

v NETWORK_LAYER

Protocol 1PV4

Sensors

GENERAL Static_IP_Route_GUI Configure Static Route IP |

APPLICATION_LAYER Static_IP_Route_File

Processing_Delay (Microsec) l 0.0 l
TRANSPORT_LAYER

Routing Protocol ! DSR ¥ l
NETWORK_LAYER
— ACK Type [ LINK_LAYER_ACK v ‘
INTERFACE_1 (ZIGBEE)

Figure 2-14: Static Route configuration window

The Static routes option is not available in wireless portion of the loT network as loT devices
work with IPv6 network addressing. The devices present in the wired portion of network say
have IPv4 addressing. Hence static routes can be configured in the wired section (till the

gateway) of an loT network

2.3 Enable Packet Trace, Event Trace & Plots (Optional)

Click Packet Trace / Event Trace icon in the tool bar and check Enable Packet Trace / Event
Trace check box and click OK. To get detailed help, please refer sections 8.4 and 8.5 in User

Manual. Select Plots icon for enabling Plots and click OK.

# Plots
2 ' >
Qﬂ @ Packet Trace
Application ?D Event Trace Run

Figure 2-15: Enable Packet Trace, Event Trace & Plots options on top ribbon

2.4 Run Simulation

Click on Run Simulation icon on the top toolbar.

®4 Plots
¢ S >
Qﬁ f}_ﬂ Packet Trace
Application ?"__', Event Trace Run

Figure 2-16: Run Simulation options on top ribbon

Set the Simulation Time and click on OK.
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3 Model Features

3.1 L3 Routing: DSR, OLSR, ZRP and AODV
Refer to the MANETSs technology library (PDF) document for detailed information. Note that:

WSN supports DSR, OLSR, ZRP and AODV protocols
IOT supports AODV and RPL protocol, since only AODV and RPL have IPv6 support
in NetSim.

3.2 L3 Routing: RPL Protocol

Routing Protocol for Low power and Lossy Networks (RPL) Overview

Low-power and Lossy Networks consist largely of constrained nodes (with limited processing

power, memory, and sometimes energy when they are battery operated). These routers are

interconnected by lossy links, typically supporting only low data rates that are usually unstable

with relatively low packet delivery rates. Another characteristic of such networks is that the

traffic patterns are not simply point-to-point, but in many cases point-to-multipoint or multipoint-

to-point.

RPL Routing Protocol works in the Network Layer and uses IPv6 addressing. It runs a distance

vector routing protocol based on Destination Oriented Directed Acyclic Graph (DODAGS).

Terminology of RPL routing protocol:

DAG (Directed Acyclic Graph): A directed graph having the property that all edges
are oriented in such a way that no cycles exist. All edges are contained in paths
oriented toward and terminating at one or more root nodes.

DAG root: A DAG root is a node within the DAG that has no outgoing edge. Because
the graph is acyclic, by definition, all DAGs must have at least one DAG root and all
paths terminate at a DAG root. In NetSim, only single root is possible. i.e. the 6LowPAN
Gateway

Destination-Oriented DAG (DODAG): A DAG rooted at a single destination, i.e., at a
single DAG root (the DODAG root) with no outgoing edges.

Up: Up refers to the direction from leaf nodes towards DODAG roots, following DODAG
edges. This follows the common terminology used in graphs and depth-first search,
where vertices further from the root are "deeper" or "down" and vertices closer to the
root are "shallower" or "up"

Down: Down refers to the direction from DODAG roots towards leaf nodes, in the

reverse direction of DODAG edges. This follows the common terminology used in
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graphs and depth-first search, where vertices further from the root are "deeper" or
"down" and vertices closer to the root are "shallower" or "up"

= Rank: A node's Rank defines the node's individual position relative to other nodes with
respect to a DODAG root. Rank strictly increases in the Down direction and strictly
decreases in the Up direction.

= RPLInstancelD: An RPL Instance ID is a unique identifier within a network. DODAGs
with the same RPLInstancelD share the same Objective Function.

= RPL instance: When we have one or more DODAG, then each DODAG is an instance.
An RPL Node may belong to multiple RPL Instances, and it may act as router in some
and as a leaf in others. Any sensor can be configured as a Router or Leaf. Leaf nodes
doesn’t take part in RPL routing.

= DODAG ID: Each DODAG has an IPV6 ID. This ID is given to its root only. And as the
root doesn’t change ID also don’t change

= Objective Function (OF): An OF defines how routing metrics, optimization objectives,
and related functions are used to compute Rank. Furthermore, the OF dictates how
parents in the DODAG are selected and, thus, the DODAG formation.

3.2.1 RPL Objective Function
The objective function in NetSim RPL seeks to find the route with the best link quality. The

objective function:

static UINT16 compute_candidate_rank(NETSIM_ID d, PRPL_NEIGHBOR

neighbour) can be found in Neighbor.c under the RPL project.

Link quality calculations, available in Zigbee Project 802.15.4 cfile with

function get_link_quality( ):

Lo=1-(%)

rs
where p = received power (dBm) and rs = Receiver sensitivity (dBm)
And Final

Sending Link Quality + Receving Link Quality

Link Quality = 2

The rank calculations are done in Neighbour.c in RPL project and is

, 2 ,
Rank = (Maxincrement - Mlnincrement) * (1 - Lq) + Mlnincrement

The link quality in this case is based on received power and can be modified by the user to
factor in distance, delay etc, Link quality is calculated by making calls to the functions in the

following order:
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1. compute_candidate_rank() — RPL \Neighbor.c
2. fn_NetSim_stack_get_link_quality() - NetSim network stack which in turn calls
3. zigbee_get_link_quality() — ZigBee \802_15_4.c

The function fn_NetSim_stack_get_link_quality() is part of NetSim's network stack which is
closed to user. However the function zigbee_get_link_quality() is open to the users and can

be modified if required.

3.2.2Topology Construction
NetSim I0T WSNs do not typically have predefined topologies, for example, those imposed

by point-to-point wires, so RPL has to discover links and then select peers sparingly. RPL
routes are optimized for traffic to or from one or more roots that act as sinks for the topology.
As a result, RPL organizes a topology as a Directed Acyclic Graph (DAG) that is partitioned
into one or more Destination Oriented DAGs (DODAGs), one DODAG per sink.

RPL identifiers: RPL uses four values to identify and maintain a topology:

= The first is an RPLInstancelD. An RPLInstancelD identifies a set of one or more
Destination Oriented DAGs (DODAGSs). A network may have multiple RPLInstancelDs,
each of which defines an independent set of DODAGs, which may be optimized for
different Objective Functions (OFs) and/or applications. The set of DODAGs identified
by an RPLInstancelD is called a RPL Instance. All DODAGs in the same RPL Instance
use the same OF

= The second is a DODAGID. The scope of a DODAGID is a RPL Instance. The
combination of RPLInstancelD and DODAGID uniquely identifies a single DODAG in
the network. A RPL Instance may have multiple DODAGSs, each of which has an unique
DODAGID

= The third is a DODAGVersionNumber. The scope of a DODAGVersionNumber is a
DODAG. A DODAG is sometimes reconstructed from the DODAG root, by
incrementing the DODAGVersionNumber. The combination of RPLInstancelD,
DODAGID, and DODAGVersionNumber uniquely identifies a DODAG Version

= The fourth is Rank. The scope of Rank is a DODAG Version. Rank establishes a partial
order over a DODAG Version, defining individual node positions with respect to the
DODAG root.

DIS (DODAG Information Solicitation) transmission:

Root sends DIS message to the Router/Leaf which are in range. The Router in turn broadcasts

its further and so on.

DIO (DODAG Information Object) transmission:
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RPL nodes transmit DIOs using a Trickle Timer. This message is multicasted downwards in a
DODAG. With DIO child parent relationship and sibling relationship is established.

DODAG Construction

Nodes periodically send link-local multicast DIO messages.

Stability or detection of routing inconsistencies influence the rate of DIO messages.
Nodes listen for DIOs and use their information to join a new DODAG, or to maintain
an existing DODAG.

Nodes may use a DIS message to solicit a DIO as shown below.

5 e

T Hie

Figure 3-1: Exachnge DIO/DIS Control message for Sensor and Lowpan gateway
Rank is then established. Rank is decided based on the DIS message received from
the Root and the link quality.
Based on information in the DIOs the node chooses parents to the DODAG root
As a Result, the nodes follow the upward routes towards the DODAG root.
If the destination is unreachable then the root will drop the packet.
Note that DIS messages are sent by the sensors which are not part of the DODAG.
The sensors which are part of the DODAG and which received the DIO message will
send the DAO message in return, whereas the sensors which did not receive the DIO

messages will send the DIS message.

3.2.3 RPL Log File

Once simulation is completed, users can access the rpl_log file from the results dashboard
as shown below Figure 3-2.
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Figure 3-2: Results dashboard window

However, to get detailed information related to Rank Calculations the DEBUG_RPL
preprocessor directive needs to be uncommented in the code.

Procedure to get detailed RPL log file:

= Go to NetSim Home page and click on Your work.
= Click on Workspace Options and then click on Open Code and open the codes in Visual

Studio. Set Win32 or x64 according to the NetSim build which you are using.
= Go to the RPL Project in the Solution Explorer. Open RPL.h file and change //#define
DEBUG_RPL to #define DEBUG_RPL as shown below:

O file Edt View Project Buld Debug Test Analyze Tooks Extensions Window Help  SearchViual Studio (CtrleO) P Netsim ® - o «x
f@-0 @t WD - g fut | - b Local WindowsDebugger - | 5 L7 s Ul R @vese 2 [0

(Global Scope)

s with et

8 References
& Extemal Dependencies
DA
[
s
DODAG.c
Neighbar.c
RPLc
B RPLA
© RPL_enum.c
B RPL_enumn
© RPL Messagec
) RPL Messageh
© SequenceNumber.c
b€ Trckles -
Solution Explorer [

—cplusplus

AnnnnA

Show output frome  Build i lew Em

1>DA0.0bj : warning LNK4@7S: ignoring '/EDITANDCONTINUE' due to */INCREMENTAL:NO' specification -
1> Cresting library ..\..\..\bin\bin_x64\RPL.1ib and cbject ..\..\..\bin\bin_x64\RPL.exp

1>LINK : warning LNK4@98: defaultlib 'MSVCRT' conflicts with use of other libs; use /NODEFAULTLIB:library

1>Generating code

1>Finished generating code

1>RPL1ib.16(RPL1ib.ob]) : warning LNK4899: PDB 'RPL1in.pdb’ was not found with 'RPL1ib.1ib(RPL1ib.obj)* or at 'D:\NetSim_12.0.16_64_pro_default\bin\bin_x64\RPL1ib.pdn*
D: \MetSim_12.9.16_64_pro_defsult\bin\bin_x64\IPLib.pdb®; linking ob
ist.lib(List.obj)" or at 'D:\NetSim_12.0.16_84_pro_defaultibin\bin_x&4\List.pdp"; linking ob__J
Abin\bin_xS4\RPL.d11

151P.1b(1PLEb obj) : warning LNKSG93: PDE *IPLib.pab’ was not found with 'IP.1ib(IPLib.obj)’ or at
131list.1ib(List.obj) : warning LNK409S: PDB 'List.pdb’ was not found with '
15RPL.vcxproj -» Di\NetSim_12.8.16_64_pro_default\src\Simulation\RPLY. .\.
1>Done building project “RPL.ucxprai™.

---------- Aebuild All: 1 succeeded, 8 failed, 8 skipped =ss=sssssms

Figure 3-3: Visual Studio
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= Right click on the RPL project in the solution explorer and click on rebuild.
= After the RPL project is rebuild successful, go back to the network scenario.

Now after any loT-RPL simulation, the RPL log file will contain detailed information about the

DODAG formation. An example rpl_log file is shown below Figure 3-4.
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Figure 3-4: RPL Log file

Explanation of the log file:

Step 1:

= Node 5 receives a DIO msg from Node 6 (i.e. root).

= Node 5 finds the DODAG id

= Based on the DIO message received from Node 6, Node 5 choses its “Parent as
Node 6” and establishes its “New Rank = 17”. It doesn’t have any siblings.

‘\_r
e = il //{ilhdc Dh-k.i
e | L=rT1 LN
- S
Pl )_‘__..r-:'\ s Dlg“wepspge -’;::\E [
N -4 \ P i e T
) Fi I,r
[ Wireless Sensor_5 ] // 7 I,u'i ,lr 6_LOWPAN.Gateway_6
\  Receives DIO ;J’ /“1' 341 | Root Node oy
\
wRank=17 o - & | ﬁ ‘f 1 Rank=1 { ::\J |
\ Yl
™ O O 1 ¢ Wireless Srnsof J'f'
= 4 Router 7
" || -
~ 3
4 I
e | 3
Fd Wireles 5_S‘Iensor_3
& 74
i Ill | | Wired_Node_8 |
Wireless_Sensor_4 !
{2
Wireless_Sensor_2

Figure 3-5: Node 5 choses its “Parent as Node 6 - New Rank = 17
Step 2:

= Node 1 receives a DIO msg from Node 6 (i.e. root).
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Node 1 finds the DODAG id

Based on the DIO message received from Node 6, Node 1 choses its “Parent as
Node 6” and establishes its “New Rank = 17”. It doesn’t have any siblings.
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Figure 3-6: Node 1 choses its “Parent as Node 6 - New Rank = 17

Step 3:

Node 6 receives as DAO message from Node 1 with the new route information about
the destination and the Gateway.
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=
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Step 4:

Figure 3-7: Node 6 receives as DAO message from Node 1

Node 2 receives a DIO msg from Node 1 (i.e. Sensor which is configured as Router).
Node 2 finds the DODAG id
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= Based on the DIO message received from Node 1, Node 2 choses its “Parent as

Node 1”7 and establishes its “New Rank = 33” since it is in the next Rank level. It

doesn’t have any siblings.

Wireless_Sensor_d4

L=
_ L= # Adhoc Link 1
il Iy *
j —— = // 7 ;f | ~
-1 P | Ay
ﬁ i s I 3
Wireless_Sensor_5 P 7 Fi n I
/1’ /1 !f I Root Mode
| // | 7 7 I Rank=1
- v Wireless_Sgnsor, _;11
// i 3.1
v I
//
Wirel
- /4/ DIO Message ireless_enspr3

! -
[ Wireless_Sensor_2 1|

\ Receives DIO !
‘. Rank=33 ’
N, rs
\-\._“_ - e

——

B_LOWPAN.Gateway. 6

T
‘{_\

Router_

Wired_Node 8

Figure 3-8: Node 2 choses its “Parent as Node 6 - New Rank = 33

Likewise, DODAG formation throughout the simulation is logged inside the rpl_log file

3.2.4Viewing RPL control messages in Wireshark

Wireshark option can be enabled in the ZigBee devices to capture network traffic during the

simulation. RPL control messages such as DAO, DIO etc can be seen in Wireshark as shown

below Figure 3-9.
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Figure 3-9: Wireshark captures RPL control messages such as DAO, DIO etc
Following is a screenshot of a DIO message where the Rank information is highlighted as

shown Figure 3-10.

Ml Vhireshark - Packet 2 .00\ pipe\WIRELESS_SENSOR_1_1 - i | o

Frame 2: B4 bytes on wire (672 bidts), B4 bytes captured (672 bits) on dnterface \\.'\pipe'a
Raw packet data
Internest Protocol Version 6, Src: fdec:3@l7:1e256:90b8:11FfeT7 6393148356 1Beh, Dst: ffoar:
v Internet Control Message Protocol wé
Type: RPL Contral (155)
Code: 1 {(DODAG Infarsation Object)
Checksum: @xfbid incorrect, should be Bx3ISad
[Checksum Status: Bad]
RPLInstamcelD: 15

agE: B B, Made of Operation (HOP): Man-Storing Mode of Operation "
€ »
2000 60 00 00 00 DCNFN %o 8@ fd ec 30 17 e2 56 9b b - s a v

1f o7 63 95 d0 36 18 eb  FF 20 00 20 B0 O3 02 20 Rl

B0 O 00 00 00 D 2D 90 Sb 01 fb 3d F ) M0 af L

F o1 &0 0@ fd ¢ 30 17 &2 56 06 bE 1Ff &7 <a 28 [+ '] {

I BB g4 852 04 GF 00 14 02 Ba OO 00 D D DO OO0
o0 D B0 98

[Goee ] o

Figure 3-10: DIO message with Rank information in wireshark

3.3 MAC /PHY: 802.15.4 Overview
IEEE802.15/TG4 formulated the IEEE802.15.4 for low-rate wireless personal area network,

i.e. LR-WPAN. The standard gives priority to low-power, low-rate and low-cost. The group
devotes to the standard of the physical layer of WPAN network, i.e. PHY, and media access

layer.

The WSN part of the IOT Network runs 802.15.4 in MAC and PHY. The features implemented

are:
Superframe

= Beacon enabled and beacon disabled mode.
= In beacon enabled mode NetSim supports slotted CSMA/CA with Active & Inactive
Period (controlled by Beacon order and super-frame order parameters)

= GTS is not implemented.
Data Transfer Model
= Device to co-ordinator, Co-ordinator to device and Device to device (peer to peer

topology)
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AckRequestFlag - If set the device acknowledges successful reception of the data

frame by transmitting an ack frame.

Frames

Beacon
Data

Acknowledgement

CSMA / CA Mechanism

Non-beacon mode uses unslotted CSMA/CA.
Beacon mode uses slotted CSMA/CA.

Power Model

Power source:

Main Line

Battery model which logs Initial energy, consumed energy and remaining energy.
Energy Harvesting

Consumption Modes

o Transmit

o Receive
o lIdle
o Sleep

3.3.1 CSMA/CA Implementation in NetSim

In both Slotted and Unslotted CSMA/CA cases, the CSMA/CA algorithm is based on
backoff periods, where one backoff period is equal to aUnitBackoffPeriod Symbols =
20 symbols.

This is the basic time unit of the MAC protocol and the access to the channel can only
occur at the boundary of the backoff periods. In slotted CSMA/CA the backoff period
boundaries must be aligned with the superframe slot boundaries where in unslotted
CSMA/CA the backoff periods of one device are completely independent of the backoff
periods of any other device in a PAN.

The CSMA/CA mechanism uses three variables to schedule the access to the medium:
NB is the number of times the CSMA/CA algorithm was required to backoff while
attempting the access to the current channel. This value is initialized to zero before
each new transmission attempt.

CW is the contention windows length, which defines the number of backoff periods that

need to be clear of channel activity before starting transmission. CW is only used with
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the slotted CSMA/CA. This value is initialized to 2 before each transmission attempt
and reset to 2 each time the channel is assessed to be busy.

= BE is the backoff exponent, which is related to how many backoff period a device must
wait before attempting to assess the channel activity.

= |n beacon-enabled mode, each node employs two system parameters: beacon order
(BO) and Superframe Order (SO).

= The parameter BO decides the length of beacon interval (Bl), where
Bl = aBaseSuperframeDuration x 28° symbols and 0<BO < 14; while the parameter
SO decides the length of superframe  duration (SD),  where
SD = aBaseSuperframeDuration x 25° symbols and 0 < SO <BO < 14.

= The value of aBaseSuperframeDuration is fixed to 960 symbols. The format of the

superframe is defined as shown in the following figure:

Beacon Beacon
i [

" CAP CFP !

n

foltlz2l3lalslel7leloliwlinlizlizlials
'

i  SD=aBaseSuperframeDuration *2°C symbols i
H (Active) I
! Bl=aBaseSuperframeDuration*22° symbols

i
- -
i

Figure 3-11: The format of the superframe structure

= Furthermore, the active portion of each superframe consists of three parts: beacon,
CAP, and CFP, which is divided into 16 equal length slots. The length of one slot is
equal to aBaseSlotDuration x 25° symbols, where aBaseSlotDuration is equal to 60
symbols.

= |n CAP, each node performs the CSMA/CA algorithm before transmitting data packet
or control frame. Each node maintains three parameters: the number of backoffs (NB),
contention window (CW), and backoff exponent (BE).

= The initial values of NB, CW, and BE are equal to 0, 2, and Min Backoff Expo,
respectively, where Min Backoff Expo is by default 3 and it can be set upto 8.

= For every backoff period, node takes a delay for random backoff between 0 and 25E-1
Unit backoff Time (UBT), where UBT is equal to 20 symbols (or 80 bits).

= A node performs clear channel assessment (CCA) to make sure whether the channel

is idle or busy, when the number of random backoff periods is decreased to 0.
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= The value of CW will be decreased by one if the channel is idle; and the second CCA
will be performed if the value of CW is not equal to 0. If the value of CW is equal to 0,
it means that the channel is idle; then the node starts data transmission.

= However, if the CCA is busy, the value of CW will be reset to 2; the value of NB is
increased by 1; and the value of BE is increased by 1 up to the maximum BE (Max
Backoff Expo), where the value Max Backoff Expo is by default 5 and can be upto 8.

= The node will repeatedly take random delay if the value of NB is less than the value
of Max CSMA BO (macMaxCSMABackoff), where the value of Max CSMA BO is equal
to 4; and the transmission attempt fails if the value of NB is greater than the value
of Max CSMA BO.

3.3.2Beacon Order and Super Framer Order

Beacon frame is one of the management frames in IEEE 802.15.4 based WSNs and contains
all the information about the network. A coordinator in a PAN can optionally bound its channel
time using a SuperFrame structure which is bound by beacon frames and can have an active
portion and an inactive portion. The coordinator enters a low-power (sleep) mode during the

inactive portion.

The structure of this SuperFrame is described by the values of macBeaconOrder and
macSuperframeOrder. The MAC PIB attribute macBeaconOrder, describes the interval at
which the coordinator shall transmit its beacon frames. The value of macBeaconOrder, BO,

and the beacon interval, Bl, are related as follows:
For 0 < BO < 14, Bl = aBaseSuperframeDuration * 28° symbols

If BO = 15, the coordinator shall not transmit beacon frames except when requested to do so,
such as on receipt of a beacon request command. The value of macSuperframeOrder, SO
shall be ignored if BO = 15.

If SuperFrame Order (SO) is same as Beacon Order (BO) then there will be no inactive period
and the entire SuperFrame can be used for packet transmissions. If BO=10, SO=9 half of the
SuperFrame is inactive and so only half of SuperFrame duration is available for packet
transmission. If BO=10, SO=8 then (3/4)" of the SuperFrame is inactive and so nodes have

only (1/4)" of the SuperFrame time for transmitting packets

3.4 Battery/Energy Model

NetSim has a dedicated power model for Sensor nodes that are part of WSN/IoT networks.
The power model is user configurable and can be found in the ZigBee Interface properties of
the Sensor nodes as shown below Figure 3-12. The default settings are as per Reference

document [1].
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o1 Sengoes H *
e . » NETWORK_LAYER
* DATALIME_LAYER
GENERAL v PHYSICAL LAYER
T el w
AFPLICATION_LAYER -
Arterns Heghtlm)
TRANSPORT_LAYER :
Cennecticn_Medum WIRELESS
NETWORK_LAYER Reference Drtasse S0{m) . ]
EEEEE ...
PowerSource | Banery -
Emergyilansesting Cin b
RechargingCurrentima] | 0
InitislEnengyimak) . 0.5
TemnganittingCurnentima) . BB
Rl bl e e I AL 13
Velage(V) | 36
FlecenvingCurrentima) 9.8
Sleephiodelurrentima] 0.237

Figure 3-12: Network layer properties window

Energy consumption is calculated individually for each Sensor node that is part of the network
scenario during various Radio States such as SLEEP, TRX_ON_BUSY, RX_ON_IDLE,
RX_ON_BUSY, RX_OFF. Based on the calculations done, NetSim provides a detailed
Energy Metrics table which provides energy consumption of each device with respect to

Transmission, Reception, Idle Mode, and Sleep Mode as shown below Figure 3-13.

Battery model_Tabie O X
Battery model W Detadad View
D Mame Inital energyinl)  Cormumed energyiml]  Bemainng Energyiml)  Transmitting eneeqyiml)  Bevening enengyiml)  Idke enengpml)  Sleep enevgyiml)
WIRELESS SEMSOR1  S4BO.O00000 V0655523 EIRZE64TT L0632 0112804 WRAREIIT Q000000
WIRELESS SENSOR 2 E4BQ.D00000 21208 5383 36TH2 s rees QUMTESS WRETHESS s ey
WIRELESS SENSOR 3 S480000000 FRLERIC0D 383430000 CDHe [l ] WRLERC0q D0
WIRELESS SEMSOR 4 E4B0.000000 BLERO000 E383430000 Q000000 Q.000000 WHLERI000 0000000
WIRELESS SENSORS  S4B0.000000 B ERO000 E383430000 Q000000 Q00000 WRLERIN00 0000000
WIRELESS SEWSOR 6 G4E0D00000 EIRL R0 E183 430000 [Rle e ] el e i) WL ES0000 Rl e e
WIRELESS SEMSOR T  S4BO.O00000 HOLARD000 EMRRAF000 (200000 il ] HELERO000 (OO0
WIRELESS SENSORE  E4B0.O00000 HELBR0000 E3REAR0000 000000 QU000 WELERI000 (OO0

WIRELESS SENSOR S 64B0.000000 R0 GIBTAB0000 0 G GO0 HR R0 0
WIRELESS SEWSOR 10 G4B0L000000 HRLED0000 382430000 G000 el e s i s] W ER0000 [HlEe i

Figure 3-13: Battery model Table in result window
3.5 Sensor Application - How to model sensing interval?

Agents and sensing range were used in earlier versions (before v11) of NetSim as an
abstraction of physical phenomenon to trigger packet generation in the sensor nodes
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respectively. Sensor nodes generate packets whenever they sense an agent within the sensor
range. From NetSim v11 onwards users have the facility to configure traffic in the sensor

network using the application as shown Figure 3-14.

-‘{ Configure Application () X
Application - v APPLICATION
Destination_ID 8 v ‘
End_Time(s) 100000 ‘
Src_to_Dest Show line . 2 ‘
Encryption NONE v ‘
Random_Startup FALSE - ‘
Session_Protocol NONE
Transport_Protocol ‘ uDP - ‘
QoS | BE - J
Priority Low
PACKET SIZE
Distribution ‘ CONSTANT - ‘
Value(Bytes) 50 ‘
INTER_ARRIVAL TIME
Distribution CONSTANT v ‘
Value(micro sec) . 1000000 ‘
OK Reset

Figure 3-14: Application window
In the application properties, the size of the packet can be set under packet size and the Inter-

arrival time can be thought of as sensor interval.

Users can now configure traffic between sensor and sink node as well as between the sensor

nodes.

Note that Agents, sensor interval, sensor range are deprecated in NetSim v11.

3.6 Model Limitations

= NetSim currently supports only single root in RPL.

= NetSim GUI supports only one RPL instance. Multiple RPL instance can be created
by manually editing the config file.

= Security in 802.15.4 is not implemented.
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3.7 WSNI/IOT File Based Placement

File based placement, as the name suggests is an option that can be used to place devices in

user defined locations based on the text file which is provided as the input.
Why do we need File Based Placement?

= File Based Placement gives completely a user-defined approach for device
placements during the process of Network design.

= This feature allows the user to design a large network scenario comprising of various
devices with ease.

= |t allows device placements with precision and so on.

Create a text file as per the following or use the file present in the Docs folder of NetSim Install

Directory < C:\Program Files\NetSim Standard\Docs\Sample_Configuration\IOT>

3.7.1Internet of Things

The text file that we give as an input can be saved as follows: IOT_File_Based_Placement.txt

The general format to be followed while creating an IOT_File_Based_Placement.txt for all the

devices used in it is given below:
<DEVICE_NAME>,<DEVICE_TYPE>,<X>,<Y>

where,

DEVICE_NAME represents the name of the device and can be user defined.

DEVICE_TYPE represents the type of device and this info can be obtained from the "General

Properties" of that particular device.
X represents the X_Coordinate position of the device upon the grid.
Y represents the Y_Coordinate position of the device upon the grid.

Note: Once after we give a file-based input for device placement, an ad-hoc link will
automatically be established connecting all the devices pertaining to it. And users need to

manually connect the remaining devices using the Wired/Wireless links.
Must the IOT text file contain only IOT devices?

The 10T txt file can include all the devices that are present in the top ribbon/toolbar when we
select Internet of Things from the home screen. This varies based on the network type. For

e.g. WSN and MANETSs network types support different devices comparatively.
IOT_File_based_placement.txt

Wireless_Sensor,IOT_Sensors,0,0
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Wireless_Sensor,IOT_Sensors,10,10
Wireless_Sensor,|IOT_Sensors,20,20
Wireless_Sensor,|IOT_Sensors, 30,30
Wireless_Sensor,|IOT_Sensors,40,20
Low_Pan_Gateway,LOWPAN_Gateway,50,10
Router,IOT_ROUTER,60,20
Wired_Node,WIREDNODE, 70,20

Open NetSim and click New Simulation - Internet Of Things. In the Fast Config window,
Choose the File Based Placement option under Automatic Placement and give the path of

the text file as shown below Figure 3-15.

: gi’ Grid Settings and Sensor Placement X

Total Grid Settings

Grid Length (m) 100

Grid Length should be between 50 m to 1,000,000 m

Sensor Grid Settings

Side Length (m) 50

Side length should be a multiple of 50 but less than or
equal to Grid Length. This is a sub-grid in which the devices
would be placed automatically

Device Placement Strategy
@® Automatic Placement
O Uniform Placement
(O Random Placement

@ File Based Placement

r

C:\Users\PC\Desktop\IOT_File_Based_ ] D

o Manually Via Click and Drop

Note: 802.15.4 standard suggets that the distance between

devices should be about 8m

OK Cancel

Figure 3-15: Device placement Strategy to File based Placement in IOT
After giving the path, Click on OK. It will display the IOT network as shown below, where all

devices are placed as per the positions given in the text file.
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3 Intemet._of_Things. Workspace Name: NetSim_12.0.11_64_std_default. - X

File Settings Help

Figure 3-16: Network Topology in IOT

Connect Low_Pan_Gateway to Router and Router to Wired node. Configure application and

run simulation.

3.7.2Wireless Sensor Networks

Create a text file as per the following or use the file present in the Docs folder of NetSim Install

Directory < C:\Program Files\NetSim Standard\Docs\Sample Configuration\WSN>
WSN_File_based_placement.txt

Wireless_Sensor,Sensors,5,5

Wireless_Sensor,Sensors,10,10

Wireless_Sensor,Sensors,20,10

Wireless_Sensor,Sensors,5,10

WSN_Sink,SinkNode, 10,15

Open NetSim and click New Simulation > Wireless Sensor Networks. Select File Based
Placement option under Automatic Placement and give the path of the text file as shown below
Figure 3-17.
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m! Grid Settings and Sensor Placement it

— Total Grid Settings

Grid Length should be between 50 m to 1,000,000 m

—Sensor Grid Settings

Side Length (m)

Side length should be a multiple of 50 but less than or

equal to Grid Length. This is a sub-grid in which the devices
would be placed automatically

—Device Placement Strategy

@ Automatic Placement
O Unifarm Placement
O Random Placement

@ File Based Placement

| C:\Users\PC\Desktop'\.WSN_FiIe_Base-‘

O Manually Via Click and Drop

Mote: B02.15.4 standard suggets that the distance between
devices should be about &m

Figure 3-17: Device placement Strategy to File based Placement in WSN
After giving the path, Click on OK. It will display the WSN network as shown below, where all
devices are placed as per the positions given in the text file.

[ Wsn. Workspace Mame: NetSim_12.0.11_64_std_defautt.
File Settings Help
v,
p a4 Adnoclink =) K Plots
2 4
ey c])‘ l& Packet Trace
Wireless Sensor  WSN_Sink Links Application Ty Event Trace Run B, Display Settings
0 5 10 15 20 25 30
0
- :/:/; ,x/
P P /dmdmm
- vl
- v
—_ - 4 /
=" - // V3 /
- LT b s /
— ~ - s /
—— - // // /
- -~ Pa
- ¥ _1-— - - s
5 S e 7 /
> Pl -1 / 1
- - P 7/ /
Wireless Sensor_1 - = r /
e P e /
- /
- - i
-~ s A /
P - 1 /
-~ e 4 /
-
- ~ v /
- s e
, e s yd /3
0 & o p &
v
Wireless Sensor_4 Wireless Sensor 2 ¢ Wireless_Sensor_3
"
7
4
'
’e
7
rd
/7
5
5 B 7l
=T
WSN_Sink_5

Figure 3-18: Network Topology in WSN
Note: Please refer section “2.1 Fast configuration” for more information.
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4 Featured Examples

Sample configuration files for all networks are available in Examples Menu in NetSim Home
Screen. These files provide examples on how NetSim can be used — the parameters that can

be changed and the typical effect it has on performance.

4.1 10T Example Simulations

4.1.1 Energy Model

Open NetSim, Select Examples->I0OT-WSN->Internet-of-Things->Energy-Model as shown
Figure 4-1.

[ NetSim Home

NetSim Standard

Network Simulation/Emulation Platform
Version 13.0.16 (64 Bit)

Simulations Experiments
New Simulati Ctrl+N
> interetwarks L1 L -of-Network-Performanc d-Delay L1
Ye (3 Ctrl+0
°°°°°° ™ > | Advanced-Routing LLI > | Throughput-and-Bottleneck-Server-Analysis L1)
| Eampl CirieE v 1 IoT-WSN L1 » | Delay-and-Littles-Law (LI
¥ Internet-of-Things » king d hi o w
¥ Energy-Model 4 Simulate-and-study-the-spanning-tree-protocol LI
Sample-1 » TCP-connect m
Sample-2 > Reliable-data-transfer-with-TCP L1
“Working-of-RPL-Protocol-in-loT » del-of @
> -of- -loT- f-dl d
Mode-of-Operations-loT-RPL S o @
License Settings ¥ Wireless-Sensor-Networks > Wifi-UDP-Download-Throughput L1
CAP-Time-Analysis . o \y-handle? (0
Eit Alt-F4 geacon-Time-Anal
eacon-Time-Analysis » | TCP-congestion-control-algarithms (11
»  WSN-Static-Route
» 1 Multi-AP-Wi-Fi-Networks-Channel-Allocation L1
L4 Mobile-Adhoc-Networks L1
» | Throughput-versus-load-for-Pure-and-Slotted-Aloha LL1
4 VANETs L1 B
» | Route-table-formation-in-RIP-and-OSPF LLI
L4 Coanitive-Radio (1l
Ready to understand the working of different libraries in NetSim. Expand and click on file name  Learn networking concepts through simula
1o loac icon for doc tion (pdf). e. Expand and click

Support

Learn

Documentation Contact Us

Email - sales@tetcos.com
Phone - =91 767 6054321

Figure 4-1: Featured Examples list
The following network diagram illustrates, what the NetSim Ul displays when you open the

example configuration file.

Sensor -q_
A\ i )
% | ] |
e e e
L W | il |
\ =& |
%‘:& ' ' ~ Appt-SENSOR_APP
£ | | ~=—1
| ~ 1 | T
. | Adhoclinki! ™w | | | | L) L)L P ]
| e, e T x"“.,_ |
(0 I DA | S,
. @ . 2 i am 3 1 L]
| Gateway_2 Router.3 | | Wired_Node_4

Figure 4-2: Network Topology

Ver 13.0 Page 41 of 68



Settings done in sample network

Grid length(m) =100, Side Length(m) =100, Manually via Click and Drop.

2. In LOWPAN_Gateway change BeaconMode - Enable, Superframe Order - 10,
Beacon Order >10.

3. Channel Characterstic > NO PATHLOSS in Adhoc link Properties.

[ Lowpan_gateway O

LOWPAN_Gateway » METWORK_LAYER

¥ DATALINK_LAYER

GENERAL Protocol IEEE802.15.4
APPLICATION_LAYER AckRequest Enable - |
MAC_Address DZE4D8BOF36D

TRANSPORT_LAYER

Enable - |

BeaconMode

NETWORK_LAYER

SuperframeCrder | 10 |
INTERFACE_1 (ZIGBEE) |

BeaconOrder | 10
INTERFACE_2 (WAN)

GTiMode Enable -

Figure 4-3: Datalink layer Properties for Lowpan Gateway

In NetSim GUI Plots are Enabled.
Run the simulate for 100 sec.
Check the Battery model in simulation results window, users should get zero value for
Sleep energy (mJ) consumed.

7. Go back to Simulation window change following properties in LOWPAN_Gateway for
another sample.

8. Set Superframe Order (SO) and Beacon Order (BO) as 10 and 12 respectively (0 <=
SO <=BO <= 14)

9. Re-run the Simulate for 100 sec.

10. Check the Battery Model metrics in metrics window, users should get non-zero value

for Sleep energy consumed.

Results: In sample 1, users can observe sleep energy consumed value will be zero in Battery
Model metrics in the Results Window since sensor is in active state all the time. i.e., if SO=10

and BO=10, there won’t be any inactive portion of the Superframe.

In sample 2, sleep energy consumed will be non-zero since sensor goes to sleep mode during

the inactive portion of the Superframe.
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4.1.2Working of RPL Protocol in loT

Open NetSim, Select

[ NetSim Home

NetSim Standard

Network Simulation/Emulation Platform
Version 13.0.16 (64 Bit)

Simulations

New Simulation Ctrl+N
4 Internetworks 1)
Ye k Ctrl+0
e i » | Advanced-Routing LL
| Examplas CorisE v 1 IoTWsN Lo

<

Internet-of-Things
¥ Energy-Model

Sample-1

Semple-2

»  Mode-

-Operations-

¥ Wireless-Sensor-Networks
License Settings

CAP-Time-Analysic

Ready to simulate scenarios to understand the working of different libraries in NetSim. Expand and click on file name

Exit AleeF4 Beacon-Time-Analysis
b WSN-Static-Route

> | Mobile-Adhoc-Networks (LI

> 1 VANETs (1)

> | Coanitive-Radio L1l

1o load simulation. Click an book icon for documentation (p).

Support Learn
A AQ

[« ical Support
Email - support@tetcos.com

Figure 4-4:

Examples->IOT-WSN->Internet-of-Things->Working-of-RPL-

Protocol-in-loT as shown Figure 4-4.

Experiments

>

\ - k-Performanc d-Delay L1 7
Throughput-and-Bottlaneck-Server-Analysis (L1
Delay-and-Littles-Law LI

king " n " o
Simulate-and-study-the-spanning-tree-protocol LLI

TCP-connect [aa]
Relizble-data-transfer-with-TCP L1
del-of- w

pact-of-di eerror L1

WiFi-UDP-Download-Throughput L1
dowmload P Jy-handle? 113

TCP-congestion-control-algorithms LI
Multi-AP-Wi-Fi-Networks-Channel-Allocation (L1
Throughput-versus-load-for-Pure-and-Slotted-Aloha LLI
Route-table-formation-in-RIP-and-OSPF LI

Learn networking concepts through simulation experiments. Documentation comes with objective, theary, set-up,

results and inference. Expand and click on file name to load simulation. Click on book icon for documentation (pdf).

Documentation

Contact Us

Email - sales@tetcos.com
Phone - =91 767 6054321

Featured Examples list

The following network diagram illustrates, what the NetSim Ul displays when you open the

example configuration file.

v 3’%2
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Wireless_Sensor 1~ —

reless Sensor_3
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~
Wireless_Sehsay_2

R e

T g
o
T ////Adhqc Link1 6_LOWPAN_Gateway 6 Wired_Node_8
- =7k

- A 2

'App3,SENSOR_AP

Figure 4-5: Network Topology

Settings done in sample network:

1. Grid length(m) > 100m, Side Length(m) - 50, Manually via Click and Drop.
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2. Routing protocol has set as RPL for 6LOWPAN Gateway and Sensor. Go to
properties = Network Layer = Routing Protocol as shown Figure 4-6.

[ Iot_Sensors a X

lot Sensors v NETWORK_LAYER

I Routing Protocol ’ RPL - I |
GENERAL INSTANCE_ID ’ 15 I
APPLICATION_LAYER NODE_TYPE ROUTER

TRANSPORT_LAYER DAD_DELAY) l ! l

DIS_INITIAL_DELAY(ms) l 200 I
NETWORK_LAYER

DIS_INTERVAL(ms) l 100 I
INTERFACE_1 (ZIGBEE)

Figure 4-6: Routing Protocol to RPL in Network layer
3. In Adhoc Link Properties change Channel characteristics - Path Loss only, Path
Loss Model - Log Distance and path loss exponent > 3.5
4. Application properties has set as shown in below table Table 4-1.

Application Properties

Application ID | Application Type | Source Id | Destination Id

1 SENSOR_APP 1 8
2 SENSOR_APP 3 8
3 SENSOR_APP 5 8

Table 4-1: Application properties
Procedure to get detailed RPL log file:

= Go to NetSim Home page and click on Your work.

= Click on Workspace Options and then click on Open Code and open the codes
in Visual Studio. Set Win32 or x64 according to the NetSim build which you are
using.

= Go to the RPL Project in the Solution Explorer. Open RPL.h file and change
/l#define DEBUG_RPL to #define DEBUG_RPL as shown below Figure 4-7.
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0 Fle Edt Viw Project Buld Debug Test Anabze Tools Extensions Window Help

Search

(Ctri+Q) P| NetSim

P00 B RP|2 T -] Debug - a8 = P Local Windows Debugger = | 3 _ 7 b5 (NI,

.1 (Global Scope)

+inteTTectial property Fights Therein shall remsin of oIl Tiacs with Tetecs.

® Asthor:  Smashi Kant Susan

oL

o/ htal,
ttps:{/tools. letf.org/mtnl/rfcees  //The Trickle Algoritns

Output

liog settings
_

DESUG_RPL

1>DA0.obj : warn
1> Creating library ..\..\..\bin\bin_x64\RPL.1ib and object ..\..\..\bin\bi
DLINE : warning LNE4O9B: defaultlib 'MSVERT' conflicts with use of other libs; use /NODEFAULTLIB:1ibrary
1Generating code
DFinished generating code
DRPLLED.1ib(RPL1ID.0B]) ¢ warning LNK4D99: PDB 'RPL1iB.pdb" was not found with 'RPL1Ib.1Ib(RPLLLb.
DIP.1ib(IPLib.ob]) : warning LNK4B99: POB *IPLib.pdb’ was not found with 'IP.1lib(IPLib.obj)" or
D1ist.1ib(List.obj) : warning LNK4699: PDB 'List.pdb’ was not found with 'list.lib(List.cbj)' or at
DRPL,vexproj -> D:\Metsin_12,0.16_64_pro_default\src\Sinulation\RPLL. .\..\. .\bin\bin_x64\RPL 11
1>Done building project *RPL.vexproi®.

Rebuild AlLl: 1 succeeded, @ failed, @ skipped

—_cplusplus.

Show output from:  Build Sl s ER

NK4@75: ignoring '/EDITANDCONTINUE' due to '/INCREMENTAL:NO' specification
REH\RPL.exp

§)* or o
:\Netsin_12

Figure 4-7: Visual Studio
Right click on the RPL project in the solution explorer and click on rebuild.

'D:\NetSim_12.0.16_64_pro_default\bin\bin_x64\RPL1ib.pdd"
8.16_64_pro_default\bin\bin_x54\IPLib pab’; linking ob
:\NetSin_12.9.16_64_oro_default\bin\bin_x64\List.pdb'; linking ob_}

»
b
»
3
3
»
»
»
»
»
»
»
»
»

o ¢
Sclution s plorer [T

(X~

@ o-58B o p=
Search Solution Explorer (C
b [ OSPF

P

Bl Reuting

) RPL

+8 References
 External Dependencies

¢
¢
I
(4
&

c

DA
Dioc
Dis.c
DODAG

Neighbar.c

RPLc

B fLh

c

c

c
&

RPL enum.c
B RPL_enumh

RPL Message.c

[ RPL Messageh
SequenceNumber.c

Trickle.c

After the RPL project is rebuild successful, go back to the network scenario.

5. In NetSim GUI Plots are Enabled. Run simulation for 100 sec and go to Result

window > Log Files, open rpl log file.

[H Simulation Results
/" Network Performance
Link_Metrics
Queue_Metrics
TCP_Metrics
1P_Metrics
> IP_Forwarding_Table
UDP Metrics
> IEEE802.15.4_Metrics
Battery model
Application_Metrics
’ Plots
> Link_Throughput
> Application_Throughput

Export Results (.xls/.csv)

Print Resuits (.htmi)

“ Log Files

ospflog

usic Heliolog

Restore To Original View
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Application_Metrics_Table

Application_Metrics

Applicationld  Throughput Piot Application Name:
1 Applicgtion Throughput plot  App1_SENSOR_APP
2 lication Throughput piot  App2_SENSOR_APP
3 Application Throughput plot  App3_SENSCR_APP

- o X

kM ax

[] Detailed View | TCP_Meiics

Packet generated  Packet receive Source

100 86 WIRELESS_SENSOR_1
100 65 WIRELESS_SENSOR 2
100 17 WIRELESS_SENSOR_3

WIRELESS_SENSOR 4
WIRELESS_SENSOR_S

Destination
ANY_DEVICE
ANY_DEVICE
ANY_DEVICE
ANY_DEVICE
ANY_DEVICE

6 LOWPAN_GATEWAY 6  ANY_DEVICE

ROUTER_7
WIRED_NODE &

ANY_DEVICE
ANY_DEVICE

Segment Sent

o o oo oo oo

A )

[] Detailed View

Segment Received  Ack Sent  Ack Receiv

©c oo 00000

0
0
0
0
0
]
0
]

¢ ¢ »

Link_Metrics

Packet transmitt... Packet_errored

Link id  Link_throughput plot

Data  Control
Al NA 773 1052
1 Link throughput 437 1019
2 Link throughput 168 33
3 ink b 168 0

Data

0
0
]
0

Control
0

0
0
0

[] Detailed View | Queue_Metrics

Packet_collided Deviceid  Portid
Data  Control 6 2

98 146 T 1

9% 16
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0 0

Queued_packet
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16

Figure 4-8: Simulation Result window
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Results

7 rpliog - Notepad
File Edit Format View Help
hode '2': received a new/modified message from node '6' with dodag_id - 'FDEC:3@17:E256:9BBS:1FE7:CA28:7F0@:E482"

node '2': was isolated, now found dodag_id = 'FDEC:3017:E256:9888:1FE7:CA28: 7F00:E482"

node '2': chosen parents and siblings in dodag_id = 'FDEC:3017:E256:9888:1FE7:CA28:7F00:E482 : new rank = 15, parents = [(6)],
node "4': received a new/modified message from node '6' with dodag_id = 'FDEC:3817:E256:9888:1FE7:CA28:7F00:E4B2"

node "4': was isolated, now found dodag_id - 'FDEC:3017:E256:9888:1FE7:CA28:7F00:E4B2"

node "4': chosen parents and siblings in dodag_id - 'FDEC:3017:E256:9888:1FE7:CA28:7F00:E482 : new rank = 15, parents = [(6)],
Node '6',12.129ms: received dao msg with new route information. dest = FDEC:3017:E256:988
Node '6',16.737ms: received dao msg with new route information. dest
node 1'

received a new/modified message from node '4' with dodag_id = 'FDEC:3017:£256:98B8:1FE7:CA28:7F00:EA8)"

UL R R RN AR AU LWL R R R AN WU W NN B -

node

node '3": chosen parents and siblings in dodag_id = 'FDEC:3017:E256:98B8:1FE7:CA28: 7FeX

E7:F726:0AAA:B60B, gateway= FDEC:3017:E256:9BB8:1FE7:F726:0AAA:B60E.
FDEC:3017:E256:9888:1FE7:6393:0036: 18EB, gateway= FDEC:3@17:E256:9BB8:1FE7:6393:0036:18EB.

node "1': was isolated, now found dodag_id = 'FDEC:3017:E256:

node chosen parents and siblings in dodag_id 1E482': new rank = 30, parents = [(4)], siblings = []
node received a new/modified message from node '4' with dodag_id :3017: BB8: 1FE7:CA28:7F00:EAB2"

node ‘4 sent a modified DIO message and is a member of dodag_id - 'FDEC:3@17:E256:98B8:1FE7:CA28:7F00:E482", reevaluating our neighbors
node chosen parents and siblings in dodag_id - 'FDEC:3017:E256:9868:1FE7:CA28:7F00:E482 : new rank = 15, parents - [(6)], siblings - [4]
node '3': received 2 new/modified message from node '4' with dodag id = 'FDEC:3017:E256:98B8:1FE7:CA28:7F00:EAB2"

node '3': was isolated, now found dodag_id = 'FDEC:3017:E256:9B88:1FE7: CA28: 7F00:E482"

node chosen parents and siblings in dodag_id = 'FDEC:3017:E256:9BB8:1FE7:CA28:7F00:E482 : new rank = 28, parents = [(4)], siblings = []
node '5': received a new/modified message from node '4' with dodag_id = 'FDEC:3017:E256:98B8:1FE7:CA28:7F00:EA82"

node was isolated, now found dodag_id = 'FDEC:3017:E256:9888:1FE7:(A28: 7F00:E482"

node '5': chosen parents and siblings in dodag_id - 'FDEC:3017:E256:98B8:1FE7:CA28:7F00:E482 : new rank = 27, parents = [(4)], siblings - []
Node '4°,27.146ms: received dao msg with new route information. dest - FDEC:3@17:E256:98B8:1FE7:3530: EBEA:FSE7, gateway= FDEC:3@17:£256:9B88: 1FE7:3530:EBEAFSET.
node '1': received a new/modified message from node '2' with dodag_id - 'FDEC:3@17:E256:9BB8:1FE7:CA28:7F00:E482"

node '1': '2' sent 2 modified DIO message and is a member of dodag id = 'FDEC:3817:E25

BB8:1FE7:CA28:7F00:E482", reevaluating our neighbors

chosen parents and siblings in dodag_id = 482" new rank = 28, parents = [4, (2)], siblings = []

node "1': in dodag_id = 'FDEC:3017:E256:9888:1FE7:CA28:7F00:E482", updated dodag config (i_min = 3, i_doublings = 26, c_treshold = 10, max_rank_inc =
node '3': received 2 new/modified message from node '2' with dodag_id = 'FDEC:3@17:E256:98B8:1FE7:CA28:7F00:EAB2"

node '3': '2' sent 2 modified DIO message and is a member of dodag_id = 'FDEC:3017:E256:98B8:1FE7:CA28:7F00:E482", reevaluating our neighbors

node *3': chosen parents and siblings in dodag_id - ‘FDEC:3017:E256:9888:1FE7:CA28: 7Fol new rank = 28, parents - [(4), 2], siblings = []

node '3': in dodag_id - 'FDEC:3@17:E256:9888:1FE7:CA28:7F00:E482", updated dodag config (i_min - 3, i_doublings - 20, c_treshold - 1@, max_rank_inc
node '4': received 2 new/modified message from node '2' with dodag id = 'FDEC:3017:E256:9BB8: 1FE7:CA28:7F00:EAB2"

node '4': '2' sent 2 modified DIO message and is a member of dodag id = 'FDEC:3017:E256:98B8:1FE7:CA28:7F00:E482', reevaluating our neighbors

node "4': chosen parents and siblings in dodag_id = 'FDEC:3017:E256:9BB8:1FE7:CA28:7F00:E482" : new rank = 15, parents = [(6)], siblings = [2]

Node *2°,40.617ms: received dao msg with new route information. dest = FDEC:3017:E256:98B8:1FE7:3530:ESEA:FSE7, gateway= FDEC:3@17:£256:9B88:1FE7:3530:EBEA:FSET.
node "1': received 2 new/modified message from node '3' with dodag_id = 'FDEC:3@17:E256:9888:1FE7:CA28:7F00:EAB2"

node "1': '3' sent a modified DIO message and is a member of dodag_id = 'FDEC:3017:E256:98B8:1FE7:CA28:7F00:E482", reevaluating our neighbors

node chosen parents and siblings in dodag_id - 'FDEC:3017:E256:98B8:1FE7:CA28:7FR0: E482°: new rank = 28, parents - [4, (2)], siblings = [3]

node '3': received a new/modified message from node '5' with dodag_id - 'FDEC:3@17:E256:9888:1FE7:CA28:7F00:E482"

node '3': 'S’ sent 2 modified DIO message and is a member of dodag id = 'FDEC:3017:E25:

BBS:1FE7:CA28:7F00:E482", reevaluating our neighbors

node '3': chosen parents and siblings in dodag id = 'FDEC:3017:E256:9B88:1FE7:CA28:7F00:E482': new rank = 28, parents = [(4), 2, 5], siblings = []
node '3': in dodag_id - 'FDEC:3017:E256:9888:1FE7:CA28:7F00:E482", updated dodag config (i_min = 3, i_doublings = 20, c_treshold = 10, max_rank_inc =
node '3': received a new/modified message from node '1' with dodag_id = 'FDEC:3017:E256:98B8:1FE7:CA28:7F00:E482"

node '3': '1' sent 2 modified DIO message and is a member of dodag_id = 'FDEC:3817:E25

BBB: 1FE7:CA28:7F00:E4B2", reevaluating our neighbors
482" : new rank - 28, parents - [(4), 2, 5], siblings - [1]

siblings = []

siblings - []

= @, min_hop_rank_inc = @)

- @, min_hop_rank_inc - @)

- 8, min_hop_rank_inc = @)

Figure 4-9: RPL log file

The observation of rpl log file which is generated in NetSim is given in the below Table 4-2.

Updated
Parent
Node ID

Parent

list

Sibling Received
Node DIO From
ID Node ID

Node 2,

Node 1 30 28 Node 4

Node 2

Node 2,
Node 3 Node 3,
Node 4

Node 2 15 15 Node 6 Node 6

Node 4,

Node 4 Node 6

Node 2,
Node 3 28 28 Node 4, Node 4
Node 5

Node 1,
Node 2,
Node 4,
Node 5

Node 1

Node 4 15 15 Node 6 Node 6

Node 2,

Node 2 Node 6

Node 5 27 27 Node 4 Node 4

- Node 4

Table 4-2: RPI Log file contains Rank, Updated Rank, Parent list, Updated Parent Node ID, Sibling
Node ID and Received DIO From Node ID etc.

The above table can be summarised as follows:

DIO message is sent by the root node, i.e. LoWPAN Gateway,
Sensor 4 as shown Figure 4-10.
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Figure 4-10: DIO messages sent by the LOWPAN Gateway to Sensors

On receiving the DIO message, Node 4 will recognize the DODAG Id of Root Node and
identifies it as Parent node. Rank of Node 4 will get updated to 15. Also, Node 2 is
recognized as sibling of Node 4.

Now, Node 4 will broadcast DIO message to other nodes as shown Figure 4-11.
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Figure 4-11: Wireless Seneor 4 broadcasting DIO message to other Sensors

Node 1 receives DIO message from Node 4 and it identifies the DODAG Id of Node 4. Hence,
Node 1 recognizes Node 4 as the Parent Node. Rank of Node 1 will get updated to 30. As
Node 3 is within the range of Node1, Node 3 is identified as a sibling of Node1.
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Node 1 will then broadcast DIO messages as shown Figure 4-12.
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Figure 4-12: Wireless Seneor 1 broadcasting DIO message to other Sensors

Node 2 receives the DIO message from Node 6 and identifies it as Parent node. The Rank of

Node 2 gets updated to 15. Node 2 now broadcasts the DIO message to other nodes as shown
Figure 4-13.
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Figure 4-13: Wireless Seneor 2 broadcasting DIO message to other Sensors

Node 3 receives DIO message from Node 2 and the rank of Node 3 gets updated to 28. Node
2 is identified as the parent node of Node 3.
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Node 3 then broadcasts DIO message to other nodes as shown Figure 4-14.
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Figure 4-14: Wireless Seneor 3 broadcasting DIO message to other Sensors

Node 5 receives DIO message from Node 4, hence, it identifies Node 4 as th parent node. The
rank of Node 5 gets updated to 27.

Node 5 then broadcasts DIO message as shown Figure 4-15.
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Figure 4-15: Wireless Seneor 5 broadcasting DIO message to other Sensors
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Further, Node 1 receives DIO message from Node 2 and the parent list of Node 1 gets updated
to Node 4 and Node 2. Also, the rank of Node 1 gets updated to 28.

According to the link quality, DODAG is formed.

= Node 2 and Node 4 are siblings and their parent is Node 6 (Root Node). Rank is 15.

= Node 1 and Node 3 are siblings.

o Node 1 established its parent as Node 2. Rank is 28.

o Node 3 establishes its parent as Node 4. Rank is 28

* Node 5 doesn’t have any siblings and establishes its parent as Node 4. Its rank is 27.

Parent=Node 4
Sibling= Node 1

B .
Wireless Sanser 1 Wire Pﬁ_m"‘"‘--\‘

Parent= Node 2 Tl L

Sibling= Node 3 Parent=Node &

Rank=18 Sibling= Mode 4 :

Rank=15 g B 2
P— BT R I -
.-—"r":'--c"""'*-‘-'l"_'z-"-é'-\-d,-_':' Rauter 7 © | Wired_Node 8
Root Node
o Rank=1
-
.-f"‘f

a2 & A

- — I pi
[Vireless_Sensor_3 virgless_Semsor 4

Parent = Npde &

Sibling= Node 2

Rank= 28 Rank=15

= Parent = Node 4

Wirehess_Sensor_5 =
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Figure 4-16: Based on link quality, DODAG is formed and Rank assiged to sensors and lowpan
gateway

4.1.3 Mode of Operations in loT RPL

The DODAG nodes process the DAO messages according to the RPL Mode of Operations
(MOP), which are presented below. Independent of the MOP used, DAO messages may

require reception confirmation, which should be done using DAO-ACK messages.

Although it is designed for the Multipoint-to-Point (MP2P) traffic pattern, RPL also admits the
data forwarding using Point-to-Multipoint (P2MP) and Point-to-Point (P2P). In MP2P, the
nodes send data messages to the root, creating an upward flow as shown in Figure 4-17:
Multipoint to Point. In P2MP, sometimes termed as multicast, the root sends data messages

to the other nodes, producing a downward flow depicted in Figure 4-18: Point to Multipoint..

In P2P, a node sends messages to the other node (non-root) of DODAG,; thus, both upward
and downward forwarding may be required as illustrated in Figure 4-19: Point to Point. RPL
defines four MOPs that should be used considering the traffic pattern required by the
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application and the computational capacity of the nodes. In the first, MOP 0 (Point to
multipoint), RPL does not maintain downward routes; thus, consequently, only MP2P traffic is
enabled. In non-storing MOP (MOP 1 (Multipoint to point)), downward routes are supported,
and the use of P2P and MP2P is allowed. However, all downward routes are maintained in the
root node. Thus, the total downward traffic should be initially sent to the DODAG root and
subsequently be forwarded to its destination as shown in Figure 4-20: RPL Non-Storing Mode.
In storing without multicast MOP (MOP 2 (Point to point)), downward routes are also
supported, but are different from MOP 1; the nodes maintain, individually, a routing table
constructed using DAO messages to provide downward traffic. Hence, downward forwarding
occurs without the use of the root node, as illustrated in Figure 4-21: RPL Storing Mode. Storing
with multicast MOP (MOP 3 (non-Storing mode)) has a functioning similar to MOP 2 (Point to
point) plus the possibility of multicast data sending. This type of transmission permits the non-

root node to send messages to a group of nodes formed using multicast DAOs.

Root Node Root Node

Figure 4-17: Multipoint to Point Figure 4-18: Point to Multipoint Figure 4-19: Point to Point

Root Node
@ Root Node

Figure 4-20: RPL Non-Storing Mode . .
Figure 4-21: RPL Storing Mode

Open NetSim, Select Examples->IOT-WSN->Internet-of-Things->Mode-of-Operations-
loT-RPL as shown Figure 4-22.
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Figure 4-22:

The following network diagram illustrates, what the NetSim Ul displays when you open the

Featured Examples list

example configuration file.
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Figure 4-23: Network Topology in this experiment
4.1.3.1 Multipoint to Point

Settings done in sample network

1. Grid length(m) - 100m, manually via Click and Drop.
2. Routing protocol has set as RPL for 6LOWPAN Gateway and Sensor. Go to
properties > Network Layer - Routing Protocol as shown Figure 4-24.
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Figure 4-24: Routing Protocol to RPL in Network layer
3. In Adhoc Link Properties change Channel characteristics - Path Loss only, Path
Loss Model = Log Distance and path loss exponent > 4.2
4. Application properties has set as shown in below Table 4-3.

Application Properties

Application ID | Application Type ' Source Id | Destination Id

1 SENSOR_APP 1 11
2 SENSOR_APP 3 11
3 SENSOR_APP | 8 11

Table 4-3: Application properties
5. In NetSim GUI Plots are Enabled. Run simulation 100s and observe that all the

sensors are sending data to route node in animation window and also in packet trace.

Result
Animation window: The nodes send data messages to the root, creating an upward flow,

B Metsim Packet Animation
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Figure 4-25: Animation window for Multipoint to Point
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Packet trace

1 |PACKET_ID

Figure 4-26: Packet Trace for Multipoint to Point
4.1.3.2 Point to Multipoint

Settings done in sample network

1. Set the all the properties same as Multipoint to Point scenario

2. Application properties has set as shown in below Table 4-4.

Application Properties

Application ID | Application Type | Source Id | Destination Id

1 SENSOR_APP 11 1
2 SENSOR_APP 11 3
3 SENSOR_APP 11 8

Table 4-4: Application properties
3. In NetSim GUI Plots are Enabled. Run simulation 100s and observe that all the

sensors are sending data to route node in animation window and also in packet trace.

Result
Animation window: Root sends data messages to the other nodes, producing a downward
flow.
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Figure 4-27: Animation window for Point to Multipoint

Packet trace

Figure 4-28: Packet trace for Point to Multipoint
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4.1.3.3 Point to Point

Settings done in sample network

1. Set the all the properties same as Multipoint to Point scenario.

2. Application properties has set as shown in below Table 4-5.

Application Properties

Application ID | Application Type ' Source Id | Destination Id

1 SENSOR_APP 1 5

Table 4-5: Application properties
3. In NetSim GUI Plots are Enabled. Run simulation 100s and observe that all the

sensors are sending data to route node in animation window and also in packet trace.

Result

Animation window: Root sends data messages to the other nodes, producing a
downward flow.
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Figure 4-29: Animation window for Point to Point
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Packet trace

Figure 4-30: Packet trace for Point to Point
4.1.3.4 Non-storing Mode

Settings done in sample network

1. Set the all the properties same as Multipoint to Point scenario.
2. Application properties has set as shown in below table:

Application Properties

Application ID Application Type Source Id | Destination Id

SENSOR_APP 3 8

Table 4-6: Application properties
3. In NetSim GUI Plots are Enabled. Run simulation 100s and observe that all the

sensors are sending data to route node in animation window and also in packet trace.

Result

Animation window: In non-storing MOP (MOP 1 (Point to Multipoint)), downward routes
are supported, and the use of P2P and MP2P is allowed. However, all downward routes
are maintained in the root node. Thus, the total downward traffic should be initially sent to
the DODAG root and subsequently be forwarded to its destination.
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Figure 4-31: Animation window for RPL Non-Storing Mode
Packet trace
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Figure 4-32: Packet trace for RPL Non-Storing Mode
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4.1.3.5 Storing Mode

Settings done in sample network

1. Set the all the properties same as Multipoint to Point scenario

2. Application properties has set as shown in below Table 4-7.

Application Properties

Application ID Application Type Source Id | Destination Id

1 SENSOR_APP 3 8

Table 4-7: Application properties
3. In NetSim GUI Plots are Enabled. Run simulation 100s and observe that all the

sensors are sending data to root node in animation window and also in packet trace.

Result

Animation window: In storing without multicast MOP (MOP 2 (Point to point)), downward
routes are also supported, but are different from MOP 1 (Point to multipoint); the nodes
maintain, individually, a routing table constructed using DAO messages to provide

downward traffic. Hence, downward forwarding occurs without the use of the root node
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Figure 4-33: Animation window for RPL Storing Mode
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Packet trace

Figure 4-34: Packet trace for RPL Storing Mode
4.2 WSN Example Simulation

4.2.1Beacon Time Analysis

Open NetSim, Select Examples->IOT-WSN->Wireless-Sensor-Networks->Beacon-Time-

Analysis as shown Figure 4-35.
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Figure 4-35: Featured Examples list
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The following network diagram illustrates, what the NetSim Ul displays when you open the

example configuration file.

L »
1= i

)
WSN_Sink 3

Figure 4-36: Network Topology
Settings done in sample config file

1. The following Environment properties are already set, as Manually Via Click and
Drop.

2. In SinkNode-> Datalink Layer enable Beacon mode set Superframe Order (SO) -> 10
and Beacon Order (BO) -> 12.

BeaconMode Enable b
SuperframeOrder 10
BeaconOrder 12

Figure 4-37: Datalink layer Properties window for Sinknode
3. In Adhoc Link Properties change Channel characteristics-> Path Loss only, Path
Loss Model -> Log Distance and path loss exponent ->2.
Enable Packet Trace and Plots.

Set Simulation time as 200 sec.

Theoretical Beacon Time Calculation

= Beacon Interval (Bl)= Super Frame duration (Active Period) + Inactive Period (IP).

= Bl = abasesuperframe duration*2 *BO = 15.36ms * 212 = 62914.56ms ~ 62s.

= SD = abasesuperframe duration*2 ASO = 15.36ms * 2210 = 15728.64ms.

» To find Inactive period, IP = Bl — SD = 62914.56ms - 15728.64ms = 47185.92ms.

= Super Frame duration is divided into 16 slots (1% slot is allocated for beacon frame).
= Each slot time = 15728.64ms / 16 = 983.04ms

Ver 13.0 Page 61 of 68



NetSim Results:

= Open packet trace and filter CONTROL_PACKET_TYPE to
Zigbhee BEACON_FRAME, users should get four zigbee_beacon_frames at 0, 62.9,

125.8, 188.7 secs (approx.) for each Sensor_Node, because the time interval between

two beacons frames is 62 seconds. Since we have 2 nodes so user can get 4 beacon

frames for each node.
= 4 beacons were transmitted, so beacon time = 983.04ms * 4 = 3932.16millisec (since

1 beacon = 1 time slot). Check the beacon time in IEEE 802.15.4 metrics window.

4.2.2CAP Time Analysis

Open NetSim, Select

Analysis as shown Figure 4-38.
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Figure 4-38: Featured Examples list

The following network diagram illustrates, what the NetSim Ul displays when you open the
example configuration file.

Page 62 of 68

ne - +91 767 605 4321



ladhoc Link T

Figure 4-39: Network Topology
Settings done in example config file

1. The following Environment properties are already set, as Manually Via Click and
Drop.

2. In SinkNode -> Datalink Layer enable Beacon mode set Superframe Order (SO) ->
10 and Beacon Order (BO) -> 12.

BeaconMode
SuperframeOrder

BeaconOrder

Enable

10

12

Figure 4-40: Datalink layer Properties window for Sinknode
3. In Adhoc Link Properties change Channel characteristics -> Path Loss only, Path
Loss Model -> Log Distance and path loss exponent -> 2.
Enable Packet Trace and Plots.

Set Simulation time as 100 sec.

Theoretical CAP Time Calculation

= To find CAP time, Bl is 62914.56ms -> So in 100s, two beacon frames should be
transmitted at O & 62s.

= Check no. of beacon frames transmitted in 802.15.4 metrics.

= Here CFP = 0 because there is only 1 sensor.

= CAP Time = SD — beacon time = (15728.64ms) — (983.04ms) = 14745.6ms.

= Open packet trace and filter Control_Packet_Type to Zigbee_Beacon_Frame, users
should get two zigbee_beacon_frames at 0, 62.9secs, because the time interval
between two beacon frames is 62 seconds. Since we have 2 nodes so user can get 2
beacon fram for each node.

= Since two Beacon frames are transmitted, CAP time = 2 * 14745.6ms = 29491200us.
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NetSim Results:

= Check and compare the theoretical CAP time with NetSim simulation results in IEEE

802.15.4 metrics in Results Windows.
=  CAP time = 29491200.0000Microsec.

4.2.3 Static Routing in WSN

Open NetSim, Select Examples->IOT-WSN->Wireless-Sensor-Networks->WSN-Static-

Route as shown Figure 4-41.
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Figure 4-41: Featured Examples list

The following network diagram illustrates, what the NetSim Ul displays when you open the

example configuration file.
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Sample-1:

Settings done in the network

= The following Environment properties are already set, as Manually Via Click and

Drop.

= Set Application type as SENSOR_APP Source_Id as 1 and Destination_Id as 6

= Enable Packet trace and Plot option.

= Click on run simulation and set Simulation Time as 100 sec.

Results

Open packet animation and check Sensor 1 would send packets directly to the destination.

Pause

Bl NetSim Packet Animation

Stop

*

Simulation Time

4009669.000.
Micro Sec

—e View More
Display Seftings  Table Filters

Animation Speed

= o X

PACKET ID

SEGMENT_ID

PACKET TYPE

CONTROL PACKET_TYP...
App1_SENSOR_APP
DSR_RAEP
DSR_RREQ
DSR_RREQ
DSR_RREQ

SOURCE_ID
SENSOR-1

SINKNODE-6
O

DESTINATION_ID
SINKMODE-6
OR-1

TRANSMITTER 1D
SENSOR-1
SINKNODE-6

SENSOR-
SENSOR.
SENSOR-1

RECEIVER ID
SINKNODE-6
SENSOR-1
SINKNODE-6
SENSOR-S
SENSOR-4

it BIWSN Sink 8]
o1 SERSOR APP-5

APP_LAYER ARRIVAL T... TRX LAYER ARRIVAL T.. NW_LAYER ARR

4000000.000

4000000.000

Open packet trace and filter PACKET_TYPE column as Sensing and observe the packets

flow.

Figure 4-43: Packet animation window
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Figure 4-44: Packet Trace

Settings done in the network

= |n Sample1, we have changed Wireless_Sensor properties as per the following:
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Configuring Static Routes

Open Wireless_Sensor properties, go to network layer and click on Configure Static
Route IP link, set Network Destination, Gateway, Subnet Mask, Metrics, and
Interface ID as shown in below screenshot and click on ADD.

l;} Sensors =
Sensors v NETWORK_LAYER
Protocol 1PV4
GENERAL | static_Ip_Route_GUI Configure Static Route IP
‘ i aticlPConfi 1.4t
APPLICATION_LAYER Static_IP_Route File StaticlPConfigure .tx

Routing Protocol | DSR - l
TRANSPORT_LAYER

m mg Static IP Routing Configuration (m] X

INTERFACE_1 (ZIGBEE) Network Destination [ 11.1.00 ] Gateway l 11.113 l
Subnet Mask [ 255.255.0.0 I Metrics l 1 |
Interface ID ‘ ] ]
Default Add Remove
Ne“,'mk, Subnet Mask Gateway Metrics Interface ID
11.1.00 255.255.0.0 11.1.1.3 1 1
OK Cancel

Figure 4-45: Static IP Routing Configuring window

Network Subnet Interface
Gateway Metrics
Destination Mask ID
Wireless_Sensor_1 11.1.0.0 11.1.1.3 | 255.255.0.0 1 1
Wireless_Sensor_2 11.1.0.0 11.1.1.4 | 255.255.0.0 1 1
Wireless_Sensor_3 11.1.0.0 11.1.1.5 | 255.255.0.0 1 1
Wireless_Sensor_4 11.1.0.0 11.1.1.6 | 255.255.0.0 1 1

Table 4-8: Static Route Configuration for Sensors
= After setting the properties click on run simulation and set Simulation Time as 100
sec.

Ver 13.0 Page 66 of 68



Results

Open packet animation and check packets would reach the destination via the configured

static route,

SENSOR_1 - SENSOR_2 - SENSOR_3 - SENSOR_4 - SENSOR_5 - SINKNODE_6

View Maore
Animation Speed Display Settings

—4

6IWSN_Sirik_§]

Figure 4-46: Packets flow in animation window as specified in the static route configuration

Open packet trace and filter PACKET_TYPE column to Sensing and observe the packets flow

as specified in the static route configuration.

SENSOR_1 > SENSOR_2 > SENSOR_3 > SENSOR_4 > SENSOR_5 - SINKNODE_6

PACKET ID| ~ M D~ PACKI T CONTROL PACKE AME ~ SOUR D ~ DESTINATIO D~ TRANSN R IVER ID ~
1 0 Sensing Appl SENSOR_APP SENSOR-1 SINKNODE-6 SENSOR-1 SENSOR-2
1 0 Sensing Appl_SENSOR_APP SENSOR-1 SINKNODE-6 SENSOR-2 SENSOR-3
1 0 Sensing Appl_SENSOR_APP SENSOR-1  SINKNODE-6 SENSOR-3 SENSOR-4
1 0/Sensing Appl_SENSOR_APP SENSOR-1  SINKNODE-6 SENSOR-4 SENSOR-5
1 0 Sensing Appl_SENSOR_APP SENSOR-1 SINKNODE-6 SENSOR-5 SINKNODE-6
1 0 Sensing Appl SENSOR_APP SENSOR-1 SINKNODE-6 SENSOR-5 SINKNODE-6
Figure 4-47: Packet flow in Packet Trace
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6 Latest FAQs

Up to date FAQs on NetSim's IoT/ WSN |library is available at
https://tetcos.freshdesk.com/support/solutions/folders/14000105117
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