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1 Multicast Routing Protocols

Note: Multicast routing protocols can be configured and run only if licenses for component 3 (advanced
routing) is available
Multicasting is one source sending a packet to multiple destinations. Group formation and

management is an integral part of multicasting.

IP Multicast Group Addressing: A multicast group is identified by its multicast group
address. Multicast packets are delivered to that multicast group address. Unlike unicast
addresses that uniquely identify a single host, multicast IP addresses do not identify a
particular host. To receive the data sent to a multicast address, a host must join the group that
address identifies. The data is sent to the multicast address and received by all the hosts that
have joined the group indicating that they wish to receive traffic sent to that group. The

multicast group address is assigned to a group at the source.

IP_Class D Addresses: IP multicast addresses have been assigned to the IPv4 Class D

address space by IANA. The high-order four bits of a Class D address are 1110. Therefore,
host group addresses can be in the range 224.0.0.0 to 239.255.255.255. A multicast address

is chosen at the source (sender) for the receivers in a multicast group.
NetSim supports the following protocols to implement IP multicast routing:

» |IGMP is used between hosts on a LAN and the routers on that LAN to track the
multicast groups of which hosts are members.
* Protocol Independent Multicast (PIM) is used between routers so that they can track

which multicast packets to forward to each other and to their directly connected LANSs.

About Multicasting

Multicasting is a data delivery method where one sender sends data to thousands of recipients
across a routed network. Multicasting is controlled broadcasting; the sender transmits data to

specific recipients only.

With IP multicasting, a host sends packets to a multicast group of hosts anywhere within the
IP network by using a special form of IP address called the IP multicast group address. A
multicast group is made of an arbitrary number of hosts who join a group to receive packets
from the source. To ensure that a host receives data, the host must join the multicast group to

which the sender is sending data.
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Note: You can configure and simulate multicast routing protocols such as IGMP and PIM, only if you have

licenses for component 3 (advanced routing).

About IGMP

The Internet Group Management Protocol (IGMP) is a communication protocol that hosts and
adjacent multicast routers on IPv4 networks use, to establish and manage the membership of
hosts and routing devices in multicast groups. Hosts and multicast routers use IGMP as

follows:

» The hosts use IGMP to report their multicast group memberships to neighboring
multicast routers.
» The multicast routers use IGMP to know the members in multicast groups, for every

physical network the multicast router is connected.

The multicast routers maintain a list of multicast group memberships for every network

to which the multicast routers are connected, and a timer for each membership.

The messages that IGMP uses are encapsulated in IP datagrams, with an IP protocol number
of 2. All IGMP messages are sent with an IP TTL of 1 and contain the IP Router Alert option
in their IP header. All IGMP messages sent between a host and the multicast router use the
following format:

Q 7 15 31

Max Response

Time Checksum

Type

Group Address

Figure 1-1: IGMP datagrams
= Type: There are three types of IGMP messages that hosts and multicast routers
exchange, when they interact:
1. 0x11: Membership Query

There are two sub-types of Membership Query messages:

» General Query: The multicast router sends a General Query to all hosts to
collect and update multicast group membership information for the hosts on all
networks to which the multicast router is connected.

= Group-Specific Query: The multicast router sends Group-Specific Query to
the multicast group from which it received a leave group message, to find out
if other hosts in the group require multicast data.

2. 0x16: Version 2 Membership Report
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Version 2 Membership Report is a message that a host sends to all other hosts
in the group or all hosts on the network, in response to a General Query or a

Group-Specific Query message from the multicast router.
3. 0x17: Leave Group (Not available with NetSim)

Hosts use the Leave Group message to tell the multicast router that they intend

to leave the group.

= Max Response Time: Maximum Response Time is a random-value delay
timer which a host sets, for the host to send a Version 2 Membership Report to
other hosts in the group, after the host receives a Group-Specific Query
message.

= Checksum: The Checksum is the 16-bit one's complement of the one's
complement sum of the whole IGMP message (the entire IP payload).

» Group Address: The multicast router sets the Group Address to zero when it
sends a General Query and sets to the Group Address to the address of the

multicast group when it sends a Group-Specific Query.
How IGMP Works

If a router has multiple physical interfaces on a single network, IGMP runs only on one of
physical interfaces. Hosts, on the other hand, need to use all interfaces that have

memberships associated with them.

For every network the multicast router is connected to, the multicast router performs one of
the following roles: Querier or Non-Querier. There is normally only one Querier per physical

network.

At startup, all multicast routers start as a Querier on every network to which the multicast
routers are connected. If a multicast router hears a Query message from another multicast
router with a lower IP address, the first multicast router must perform the role of a Non-Querier
on the network which has the multicast router with a lower IP address. If a multicast router
does not hear a Query message from another multicast router for a time duration defined by

the Other Querier Present Interval, the multicast router persists with the role of the Querier.
Now, the multicast router sends one of the two Membership Query messages:

= General Query to all hosts to collect and update multicast group membership
information: The multicast router sends the General Query to the all-systems
multicast group (224.0.0.1), with a Group Address field set to 0, and with a Max

Response Time for the Query Response Interval.
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When a host receives the General Query, the host sets the delay timers for every group
(excluding the all-systems group) to which the host belongs, on the interface on which

it received the query.

The host sets every timer to a different random value, by using the highest clock
granularity available on the host, and by choosing a value between 0 and the Max

Response Time. The Max Response Time is specified in the General Query packet.

* Group-Specific Query to the multicast group from which it received a leave
group message: The multicast router sends the Group-Specific Query to the multicast
group from which it received a leave group message, and with a Max Response Time
for the Query Response Interval. This helps the multicast router to learn if there are

other members on the group and if the group needs multicast data.

When a host receives the Group-Specific Query, the host sets the delay timers for

every group to which the host belongs, on the interface on which it received the query.

The host sets every timer to a different random value by choosing a value between 0
and the Max Response Time. The Max Response Time is specified in the Group-

Specific Query packet.

If the delay timer for a group has started, the host resets the delay time to a random value only

if the requested Max Response Time is less than the time left in the active delay timer.

When a group's delay timer expires, the host multicasts a Version 2 Membership Report to
other hosts in the group, with an IP TTL of 1. If the host receives a Version 2 Membership
Report (version 1 or 2) from another host in the same group, when the host’s timer is active,
the host stops the timer for the group from which it received the report. The host also does
send a report to other hosts, to avoid duplicate reports and conserve the bandwidth on the

network.
When a multicast router receives a Version 2 Membership Report, it does the following:

» Adds the multicast group from which it received the Version 2 Membership Report, to
the list of multicast group memberships on the network on which it received the Version
2 Membership Report.

= Sets the timer for the membership to the Group Membership Interval.

» Refreshes the timer, when the multicast router receives another Version 2 Membership

Report from the same group.

If the multicast router does not receive any Version 2 Membership Reports from a multicast
group before the Group Membership Interval timer expires, the multicast router assumes that

the group has no members and that it need not forward multicast data for that group.
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The multicast router may also receive an unsolicited Version 2 Membership Report from a

host when the hosts intends to join a multicast group.

Protocol-Independent Multicast or PIM is a group of multicast routing protocols for Internet
Protocol (IP) networks. PIM distributes data in one-to-many and many-to-many multicast
modes over a LAN, WAN or the Internet. PIM builds Multicast Distribution Tree (MDT) loop-

free trees to enable multicast data distribution over a network.

PIM is termed protocol-independent because PIM does not include its own topology discovery
mechanism; PIM uses routing information available from other routing protocols such as
Enhanced Interior Gateway Routing Protocol (EIGRP), Open Shortest Path First (OSPF), and

static routes.

PIM also does not build its own routing tables. PIM uses the unicast routing table that IGP
creates, to create a loop free MDT and uses the unicast routing table to perform the reverse
path forwarding (RPF). Unlike other routing protocols, PIM does not send and receive routing

updates between routers.

In a PIM-enabled network, a Rendezvous Point (RP) router is the point where other routers in
the PIM protocol’s domain exchange information. All routers in the PIM protocol’s domain must
provide a mapping to the RP router. In a PIM enabled network, only the RP router knows the
active sources for the entire PIM protocol’s domain. The other routers just need to know how
to reach the RP router. This way, the RP router matches the receivers with the sources in the

PIM protocol’s domain.

The RP router is downstream from the source and forms one end of the Shortest Path Tree
(SPT). The RP router is upstream from the receiver and forms one end of the Rendezvous
Point Tree (RPT).

The following figure illustrates a PIM-enabled network with the routers, source node, and the

destination node.
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Rendezvous Point (RP) Router

Source Source Network Router Receiver Network Router Receiver

................ Shortest Path Tree (SPT)
_____ Rendezvous Point Tree (RPT)

Figure 1-2: lllustrates a PIM-enabled network with the routers
To configure PIM in NetSim

Create a network as shown below Figure 1-3.

Wired Node
11112

Reul

1131, Wired Node 9

11.71.2

Router 3 Router 4
11312 11.6.1.2
11512 1L.711
11611 11811

Wired Node 10
11.81.2

Wired Node 7 Wired Node 8
11.9.1.2 | 11.10.1.2 |

Figure 1-3: Network Topology in this experiment
Set PIM status as TRUE in all routers as shown below:

Set IGMP status as true for all devices.

;'. Router SEE)
Router v NETWORK_LAYER
Protocol PV4
GENERAL ACL_Status Disable -
Configure Static Route IP
APPLICATION_LAYER Static_IP_Route_GUI onfigure Stati ul

Static_IP_Route_File
TRANSPORT_LAYER

IIG MP_Status FALSE -
NETWORK_LAYER

PIM_Status TRUE

INTERFACE_L (WAN) PIM_Config Configure PIM

Figure 1-4: Network layer window
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Configure the PIM properties as per the below screenshot and click on Add.

] Configure PIM =il

nii2

L

Multicast Group Address[ 239.12.145 RPID

Router Name Router_3 v | RouterInterface ‘WANI -
Default Remove

Multicast IP RPID Router Name IF

No content in table

CK Cancel

Figure 1-5: PIM Configuration window

Then click on Accept.

% Configure PIM = |2 )

Multicast Group Address | 23812145 RPID 11212
Router Name Router 3 ¥ | RouterInterface | WANI -

Default Add Remove

Multicast IP RPID Router Name IF
23012145 1212 Router_3

oK Cancel

Figure 1-6: Once PIM Configuration Done
Configure the same PIM properties for all routers in the network.

Application Properties:

Set the application properties as per the screenshot below — Multicast application with source
5 and destinations 6, 7, 8, 9, 10

Ver 13.0 Page 10 of 48



[ Configure Application O X
Application D v APPLICATION
Application_Method | MULTICAST - | f
Applic Application_Type | CBR - |
Application ID
Application_Name | App1_CBR |
Source_Count
Source_|D | 5 - |
Destination_Count | 5 |
Destination_ID | 6789810 |
Multicast_Dest_Address | 23812145 |
Start_Time(s) | 5 |
End_Time(s) | 100000 |
Src_to_Dest | Show line - |
Encryption | NOME - |
Random_Startup | FALSE - |
QoS | BE - |
Priority Low )

Figure 1-7: Application properties window

Set IGMP_Status to TRUE in all wired nodes since we are running multicast application.

Enable packet Trace, Plots and run simulation for 10s. Open Packet trace and filter
PACKET _ID to 1. Users can observe there is no formation of loops between source and

destinations.

.SEGME\ ¥ |PACKE] ¥ |CONTR| ¥ | SOURC| ¥ | DESTINATION_ID ¥ | TRANSMITTEL~ |RECEIVER_ * |APP_LA ¥ | TRX_LA * |NW_LA ¥ |MAC_L ~ |PHY_LA ¥ |PHY_LA ~ |PHY_LA ~ |APP_LA ~ | TR
1 0 CBR APP1_CBFRNODE-5 NODE-6; NODE-7; NODE-8; NODE-9; NODE-5 ROUTER-1 5020000 5020000 5020000 5020000 5020000 5020121 5020126 1460
1 0 CBR APP1_CBRNODE-5 NODE-6; NODE-7; NODE-8; NODE-9; ROUTER-1 ROUTER-2 5020000 5020000 5020126 5020126 5020126 5020245 5020250 1460
1 0 CBR APPL_CBFNODE-5 NODE-6; NODE-7; NODE-8; NODE-3; ROUTER-1 ROUTER-3 5020000 5020000 5020126 5020126 5020126 5020245 5020250 1460
1 0 CBR APP1 CBFNODE-5 NODE-6; NODE-7; NODE-8; NODE-9; ROUTER-1 NODE-6 5020000 5020000 5020126 5020126 5020126 5020247 5020252 1460
1 0 CBR APP1_CBRNODE-5 NODE-6; NODE-7; NODE-8; NODE-9; ROUTER-2 ROUTER-3 5020000 5020000 5020250 5020250 5020250 5020369 5020374 1460
1 0 CBR APP1_CBRNODE-5 NODE-6; NODE-7; NODE-8; NODE-9; ROUTER-3 ROUTER-2 5020000 5020000 5020250 5020250 5020250 5020369 5020374 1460
1 0 CBR APPL1_CBFNODE-5 NODE-6; NODE-7; NODE-8; NODE-3; ROUTER-3 ROUTER-4 5020000 5020000 5020250 5020250 5020250 5020369 5020374 1460
1 0 CBR APP1_CBFNODE-5 NODE-6; NODE-7; NODE-8; NODE-9; ROUTER-2 NODE-7 5020000 5020000 5020250 5020250 5020250 5020371 5020376 1460
1 0 CBR APP1_CBRNODE-5 NODE-6; NODE-7; NODE-8; NODE-9; ROUTER-2 NODE-8 5020000 5020000 5020250 5020250 5020250 5020371 5020376 1460
1 0 CBR APP1_CBRNODE-5 NODE-6; NODE-7; NODE-8; NODE-9; ROUTER-4 NODE-9 5020000 5020000 5020374 5020374 5020374 5020495 5020500 1460
1 0 CBR APP1_CBFNODE-5 NODE-&; NODE-7; NODE-8; NODE-3; ROUTER-4 NODE-10 5020000 5020000 5020374 5020374 5020374 5020495 5020500 1460

Figure 1-8: Packet Trace
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2 Access Control Lists (ACLs)

Access Control Lists or ACLs are filters that routers use to control which routing updates or
packets are permitted or denied in or out of a network. An ACL contains a sequential list of
“permit” or deny statements (rules) that apply to IP packets originating or destined to hosts, IP

addresses and upper-layer IP protocols.

An ACL tells the router what types of packets to: permit or deny. The router using the ACL

does the following when it finds packets inbound to or outbound from a network:

» |f the router finds packets inbound or outbound categorized against the permit
statements, the router forwards the packets to the next hop in the network.

= |f the router finds packets inbound or outbound categorized against the deny
statements, the router blocks and drops the packets at the router’s interface. The
packets cannot reach the intended destination host or IP address.

= ACLs control traffic in one direction at a time, on an interface. To allow inbound and
outbound traffic from a host, IP address, or for a protocol, you must create two ACLSs,
one for each direction, one for inbound and one for outbound traffic.

= The precedence of the ACL commands is from top to bottom.
For example, If ACL is configured in Router as follows:
PERMIT OUTBOUND TCP ANY ANY 00 3
PERMIT INBOUND TCP ANY ANY 00 3
DENY BOTH ANY ANY ANY 00 3

Then, the Permit statements will over-ride the deny statements. That is, Outbound TCP
packets from Router through interface 3 will be permitted first, after that, the Inbound TCP
packets to Router through interface 3 will be permitted. All other packets through the third

interface of Router will be denied in both directions.
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3 Virtual LAN (VLAN)

Introduction

VLAN is called as virtual local area network, used in Switches and it operates at layer2 and
Layer3. A VLAN, is a group of hosts which communicate as if they were attached to the same

broadcast domain, regardless of their physical location.

For example, all workstations and servers used by a particular workgroup team can be
connected to the same VLAN, regardless of their physical connections to the network or the
fact that they might be intermingled with other teams. VLANs have the same attributes as
physical LANs, but you can group end stations even if they are not physically located on the

same LAN segment.

A VLAN behaves just like a LAN in all respects but with additional flexibility. By using VLAN
technology, it is possible to subdivide a single physical switch into several logical switches.
VLANSs are implemented by using the appropriate switch configuration commands to create

the VLANs and assign specific switch interfaces to the desired VLAN.

(8]

w N 7
Wired_Node_2  Wired_Node 3 Wired_Node_4 \ired Node_5 Wired_Node ¢ ired_Nogle

VLAN10 VLAN 20 VLAN 30

Figure 3-1: Virtual local area network (VLAN)
Switches implement VLANs by adding a VLAN tag to the Ethernet frames as they enter the
switch. The VLAN tag contains the VLAN ID and other information, which is determined by the
interface from which the frame enters the switch. The switch uses VLAN tags to ensure that
each Ethernet frame is confined to the VLAN to which it belongs based on the VLAN ID
contained in the VLAN tag. The VLAN tags are removed as the frames exit the switch on the

way to their destination.

Any port can belong to a VLAN, and unicast, broadcast, and multicast packets are forwarded

and flooded only to end stations in that VLAN. Each VLAN is considered a logical network.
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Packets destined for stations that do not belong to the VLAN must be forwarded through a
router. In the below screenshot, the stations in the development department are assigned to
one VLAN, the stations in the marketing department are assigned to another VLAN, and the

stations in the testing department are assigned to another VLAN.

]

3 VLAN 1
Develop¥i Developer2

i 7
) T \VIAN 2 ',*_@ -l
2| | L{¥1%) 4 ™ 6
Marketting1 /;_Switch_l L3_S'.-b\2 Marketting?2

]/5 VLAN 3 \Q 8

Tester2

lesterl

Figure 3-2: Hosts in one VLAN need to communicate with hosts in another VLAN
3.1.1 When do we need a VLAN?

You need to consider using VLAN’s in any of the following situations:

* You have more than 200 devices on your LAN.
* You have a lot of broadcast traffic on your LAN.
= Groups of users need more security are being slowed down by too many broadcasts.
= Groups of users need to be on the same broadcast domain because they are running

same applications or just make a single switch into multiple virtual switches.

3111 VLANID
VLANSs are identified by a VLAN ID (a number between 0 — 4095), with the default VLAN on
any network being VLAN 2. Each port on a switch or router can be assigned to be a member

of a VLAN (i.e., to allow receiving and sending traffic on that VLAN).

For example: On a switch, traffic that is sent to a port that is a member of VLAN2, may be
forwarded to any other VLANZ2 port on the switch, and it can also travel across a trunk port
(connections between switches) to another switch and forwarded to all VLANZ2 ports on that

switch. Traffic will not be forwarded to ports that are on a different VLAN ID.
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Appl_CBR
Wired Node

v

L2 Switch

Wired Node 5
Wired Node 6

Figure 3-3: Understanding Access and Trunk Links
3.1.2 Understanding Access and Trunk Links
The links connecting the end devices are called access links. These are the links usually

carrying the Data VLAN information

The link between the switches is called trunk link. It carries packets from all the VLANSs.

“ Appl1_CBR

Wired Node Wired Node 4

Wired Node 5

Wired Node 6

Figure 3-4: Understanding Access and Trunk Links

3.1.21 Access Link
Access link connection is the connection where switch port is connected with a device that
has a standardized Ethernet NIC. Standard NIC only understand IEEE 802.3 or Ethernet Il
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frames. Access link connection can only be assigned with single VLAN. That means all

devices connected to this port will be in same broadcast domain.

For example, twenty users are connected to a hub, and we connect that hub with an access
link port on switch, then all of these users belong to same VLAN. If we want to keep ten users
in another VLAN, then we need to plug in those ten users to another hub and then connect it

with another access link port on switch.

3.1.2.2 Trunk Link

Trunk link connection is the connection where switch port is connected with a device that is
capable to understand multiple VLANs. Usually trunk link connection is used to connect two
switches. Trunking allows us to send or receive VLAN information across the network. To

support trunking, original Ethernet frame is modified to carry VLAN information.

Trunk Line | Trunk Line

10

PC-PT Admin 1 PC-PT Prol pPC-PTDevl PC-PT Admin 2 PC-PT Pro2 PC-PT Dev 2 PC-PT Admin3  PC-PTPro3 PC-PT Dev 3

Figure 3-5: Understand multiple VLANs
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4 Public IP Address & NAT (Network
Address Translation)

4.1 Introduction
4.1.1 Public Address

A public IP address is assigned to every computer that connects to the Internet where
each IP is unique. Hence there cannot exist two computers with the same public IP address
all over the Internet. This addressing scheme makes it possible for the computers to “find each
other” online and exchange information. User has no control over the IP address (public) that
is assigned to the computer. The public IP address is assigned to the computer by the Internet

Service Provider as soon as the computer is connected to the Internet gateway.

4.1.2 Private Address

An |IP address is considered private if the IP number falls within one of the IP address ranges
reserved for private networks such as a Local Area Network (LAN). The Internet Assigned
Numbers Authority (IANA) has reserved the following three blocks of the IP address space for

private networks (local networks):

Class Starting IP Ending IP No. of hosts
F=To [o | (-Y1 F=To [o | (-Y1
A 10.0.0.0 10.255.255.255 16,777,216
B 172.16.0.0 172.31.255.255 1,048,576
C 192.168.0.0 192.168.255.255 65,536

Table 4-1: Private IP address table
Private IP addresses are used for numbering the computers in a private network including
home, school and business LANs in airports and hotels which makes it possible for the
computers in the network to communicate with each other. For example, if a network A
consists of 30 computers each of them can be given an IP starting from 192.168.0.1 to
192.168.0.30.

Devices with private IP addresses cannot connect directly to the Internet. Likewise, computers
outside the local network cannot connect directly to a device with a private IP. It is possible to
interconnect two private networks with the help of a router or a similar device that supports

Network Address Translation.

If the private network is connected to the Internet (through an Internet connection via ISP) then

each computer will have a private IP as well as a public IP. Private IP is used for
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communication within the network whereas the public IP is used for communication over the

Internet.

NAT (Network Address Translation or Network Address Translator) is the virtualization of
Internet Protocol (IP) addresses. NAT helps to improve security and decrease the number of

IP addresses an organization needs.

A device that is configured with NAT will have at least one interface to the inside network and
one to the outside network. In a typical environment, NAT is configured at the exit device
between a stub domain (inside network) and the backbone. When a packet leaves the domain,
NAT translates the locally significant source address into a globally unique address. When a
packet enters the domain, NAT translates the globally unique destination address into a local
address. If more than one exit point exists, each NAT must have the same translation table.
NAT can be configured to advertise to the outside world only one address for the entire
network. This ability provides additional security by effectively hiding the entire internal
network behind that one address. If NAT cannot allocate an address because it has run out of
addresses, it drops the packet and sends an Internet Control Message Protocol (ICMP) host

unreachable packet to the destination.

LY 4
j}/

4 — y
— ———
g Wil 3 ol 3
_F_.-—“"_- AS'.\"EL.". 2 Router 1
-
3

Wired Node 5 4

=

Wired Mode 6

Figure 4-1: NAT implementation
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NAT is secure since it hides network from the Internet. All communications from internal
private network are handled by the NAT device, which will ensure all the appropriate
translations are performed and provide a flawless connection between internal devices and

the Internet.

In the above figure, a simple network of 4 hosts and one router that connects this network to
the Internet. All hosts in the network have a private Class C IP Address, including the router's
private interface (192.168.0.1), while the public interface that's connected to the Internet has
a real IP Address (203.31.220.134). This is the IP address the Internet sees as all internal IP

addresses are hidden.
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5 Featured Examples

5.1 Multicast Routing Protocols Example
5.1.1 IGMP Example

This example explains how IGMP works to multicast data in interconnected networks.

The network modelled consists of:

= A subnet with 4 wired nodes, a multicast router, and a multicast application running on
one of the wired nodes.

= |GMP is running on all the wired nodes.

= |GMP is running on the multicast router.

* Only a few nodes receive multicast traffic.
NetSim uses the following defaults for IGMP simulations:

= The multicast destination address is set to 239.12.14.5.
= The IGMP protocol starts only after 1 second into the simulation.

» The multicast application starts only after 5 seconds into the simulation.
Note that NetSim does not support the following in IGMP:

= Leave Group message
= IGMP v1 compatibility

Open NetSim, Select Examples->Advanced-Routing->Multicasting-with-IGMP as shown

below Figure 5-1.

[ Netsim Home - x

NetSim Standard

Metwork Simulation/Emulation Platform

Version 13017 (64 Bit)

Simulations Experiments
New Simulation cereN
> internetworks (1) [ - I ighput-and-Delay (L)
Vour wor e el 0 v . .
Advanced-Routing LI > Throughput-and-Bottleneck-Server-Analysis LLi
| Examples Ctrl+E ACL-Configuration > Delay-and-Littles-Law (L1
Multicasting-with-IGMP > king d rding-withi d uter L11
Public-IP-addressing-and-NAT > panning-tree-p o)
> VLAN > Introduction-to-TCP-connection-management LLI
> ToTwsn @ > Relisble-date-transfer-with-TcP C1)
> Mobile-Adhoc-Networks L1 S m
» 1 vANETs (0 > pact-of-<i hroughput-and m
License Settings > I Cogritive-Radio L1} * 7 wiFi-uDP-Download-Throughput L1
> | Software-Defined-Networks L) > cessp handle? L1
Exit AltsF4
> Cellular-Networks (1) > TCP-congestion-control-algorithms L1
b Legacy-Networks (1) > Multi-AP-Wi-Fi-Networks-Channel-Allocation (11
> 5GNR-mm-Wave L1l > Throughput-versus-load-for-Pure-and-slotted-Aloha L1
> satellite-Communication LI » | Route-table-formation-in-RIP-and-OSPF LL1
Ready i * e working of ies in NetSim. Expand and click on file name  Learn networking concepts through simulation experiments. Documentation comes with abjective, theory, set-up,
to load simulation. Click on book icon for documentation (pdf). results and inference. Expand and click on file name to load simulation. Click on book icon for documentation (pdl]
Documentation Contact Us

Support
Answers/FAQ

| Email - sales@teteos.com
e Phone - +01 767 605 4321

Figure 5-1: Featured Example list
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The following network diagram illustrates what the NetSim Ul displays when you open the

example configuration file for IGMP Figure 5-2.

Figure 5-2: Network Topology for IGMP

1. See that by default, NetSim has enabled IGMP on the router, as follows:

a. Right-click the router and click Properties.
The Router pop-up window appears.

b. Click NETWORK LAYER in the left area.

c. IGMP_Status drop-down list is set to TRUE.

d. Click OK.

2. See that by default, NetSim has enabled IGMP on a node, as follows:

a. Right-click a wired node (say Wired_Node_2) and click Properties.

The Wired node pop-up window appears.
b. Click NETWORK LAYER in the left area.
c. IGMP_Status drop-down list is set to TRUE.

The Wired node pop-up window displays the following parameters you can

configure for IGMP, on the node:

» Robustness_variable: The Robustness_variable parameter allows you tune your

subnet to a specific number of lost packets (packet loss) in the subnet.

* Query_lInterval(s): The Query_Interval(s) parameter allows you to specify the interval

(in seconds) between two successive General Queries that a Querier multicast router

sends.

» Last_Member_Q_Intvi(s): The Last Member_Q_Intvi(s) parameter allows you

specify the interval (in seconds) between two successive Group-Specific Query

messages that a multicast router sends to hosts.

= Unsol_Report_Intvi(s): The Unsol_Report_Intvi(s) is the time between repetitions of

a host’s initial report of membership in a group.
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The following image illustrates the wired node pop-up window and the parameters you can

configure for IGMP, on the node.

3 Wirednode
Wirednode
GEMNERAL

APPLICATION_LAYER

TRANSPORT_LAYER

NETWORK_LAYER

INTERFACE_1 (ETHERNET)

Figure 5-3: Network layer IGMP Properties

a. Click OK.
3. (Optional) Do the following to modify the parameters of IGMP.

* To modify the value of the Robustness variable,

¥ NETWORK_LAYER

Protocol M pva

ICMP_Status FALSE

Static_IP_Route_GUI

Static_IP_Route_File

IGMP_Status TRUE

Robustness_variable
Query_Interval(s) 125
O

Last_Member_C_Intvl(s)

Unsol_Report_Intvi(s)

Robustness_variable text box.

Ok _ Reset

IGMP Parameters

enter a value

The default value of the Robustness_variable parameter is 2.

You can enter a value between 2 and 10.

in

the

NetSim does not allow you to enter a value that is less than 2. If you enter a value that

is less than 2, NetSim resets the value to 2.

Increase the value of the Robustness_variable to more than 2, if you want to simulate

a subnet that must lose more packets.

By default, IGMP is robust to (Robustness Variable-1) packet losses.

* To modify the value of the Query_Interval(s), enter a value in seconds, in the

Query_Interval(s) text box.

The default value of the Query_Interval(s) parameter is 125 seconds.

You can enter a value between 1 and 3600 seconds.

Fine-tune the Query_Interval(s) parameter to control the number of IGMP messages

on the subnet.
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» To modify the value of the Query_Interval(s), enter a value in seconds, in the
Last_Member_Q_Intvi(s) text box.
The default value of the Last_Member_Q_Intvi(s) parameter is 1 second.
You can enter a value between 1 and 25 seconds.
Fine-tune the Last_Member_Q_Intvi(s) parameter to make your subnet less or more
busty of IGMP messages.
» To modify the value of the Query_Interval(s), enter a value in seconds, in the
Unsolicited_Report_Interval(s) text box.
The default value of the Last_Member_Q_Intvi(s) parameter is 10 seconds.
Fine-tune the Unsolicited_Report_Interval(s) parameter to make your subnet less or
more busty of IGMP messages.
You can enter a value between 1 and 10,000 seconds.
4. Repeat steps 3 on other nodes to see that NetSim has enabled IGMP and step 4 on
other nodes, if you to modify the IGMP parameters.
5. To configure a multicast application:
a. Click the Application icon located in the toolbar.
The Application pop-up window appears.
b. See that by default, NetSim has set the following properties for the multicast
application:
I.  Application_Method = MULTICAST.
.  Source_ID =2, which means Wired_Node_2 node is the source of the
application and the multicast traffic.

lll.  Destination_Count = 2, which means two nodes will receive multicast
traffic from the multicast application.

IV. Destination_ID = 3, 4, which means, Wired_Node_3 and
Wired_Node_4 nodes must receive multicast traffic from the multicast
application.

V.  Set application start time to 5s.

c. (Optional) Modify the properties except (i).

“wn

Note: You add more than one destination IDs, by separating two successive numbers by a “,
(comma). The following image illustrates the properties of the multicast application as shown

Figure 5-4.
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|.}! Configure Application ] X
Application D ¥ APPLICATION
Application_Method | MULTICAST v | f
Application_Type | CER - |
Application 1D
Application_Name | Appl1_CBR |
Source_Count
Source_|ID | 2 - |
Destination_Count | 2 |
Destination_ID | 3,4| |
Multicast_Dest_Address | 239.12.14.5 |
Start_Time(s) | 30 |
End_Time(s) | 100000 |
Src_to_Dest | Show line i |
Encryption | NONE - |
Random_Startup | FALSE - |
QoS | BE v |
Priority Low L ]

Figure 5-4: Application Properties window
a. Click OK.

6. See that by default, NetSim has enabled the Packet Trace, Event Trace and Plots
icons located in the toolbar.
7. To start and run the simulation:
a. Click the Run icon located in the toolbar.
b. Enter a numerical value in the Simulation Time text box, say 50s.
c. Click OK.

NetSim simulates IGMP for the time set.

5.1.2 Results

After NetSim simulates IGMP, a Simulation Results window appears.
You can do the following on this window:

» Print the results that NetSim displays in the Simulation Results window.

* View the packet trace details in a .CSV file and save the .CSV file to your computer.

» View the event trace details in a .CSV file and save the .CSV file to your computer.

= Export the results that NetSim displays in the Simulation Results window, in a
spreadsheet.

» Close the Simulation Results window and return to your simulation.

NetSim also saves the last instance of your simulation for you to view, analyse, and download

the results.
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Interpreting the IGMP Simulation

Before you analyse the packet trace and event trace results, we recommend that you first

interpret how IGMP worked with the parameters you specified. So, you must first view the

simulation.

To view and interpret the simulation:

Close the Simulation Results window and return to your simulation.

2. Click the View Animation icon located on the toolbar.

The NetSim Packet Animation window appears.

3. Click the Play icon located on the toolbar.

You will see that the simulation runs IGMP.

The details of the packet traversing in your network appear as table located below the

simulation window.

4. (Optional) To fine-tune the speed of the animation, use the Animation Speed slider

located on the toolbar.

You will see the following happen in the animation:

Initially, all nodes (Wired Node 2, 3, 4 and 5) receive the
IGMP_Memebership_Query message from Router_1.

When a node receives the IGMP_Memebership_Query message, the node sends
the IGMP_V2_Membership_Report to Router_1 indicating that it is interested to
join the multicast group.

You can see that Wired_Node_3 sends the IGMP_V2_Membership_Report
message to Router_ 1. Wired Node 2, 4 and 5 also send the
IGMP_V2_Membership_Report message to Router_1.

Router_1 makes an entry for the membership in its routing table.

The following image illustrates IGMP at work.

Ver 13.0

Page 25 of 48



B Netsim Packet Animation - o
> . —e 5119274.821.. View M., ﬁ
Play Stop simulation Time Micro Sec Animation Speed Display Settings Table F
[_:. _2Wired_Node 3] 1[Router
App1.CBR-6 App1_CBR-6
App1_CHR-5
2 3] L_J 4[wired_Node_4] ]| S5IWired_Node_5]
15§
PACKET_ID SEGMENT_ID PACKET_TYPE CONTROL_PACKE... SOURCE_ID DESTINATION_ID  TRANSMITTER_ID RECEIVER_ID APP_LAYER_ARRI...
& o CBR App1_CBR NODE-2 NODE-3; NODE-4; ROUTER-1 NODE-4 5100000.000
6 0 CER App1_CBR NODE-2 MNODE-3; NODE-4; ROUTER-1 MNODE-3 5100000.000
6 il CRR Ann1 CRR NODF-2 NONE-3: NOMNF-4: NODE-7 ROLITER-1 S100000.000

Figure 5-5: Packet ani

mation window

When NetSim completes the simulation, the Simulation Results window appears.

Analyzing the Packet Trace Results

Now that you have seen the simulation for IGMP, we will analyze the communication between

the nodes and the router.

To view and analyze the packet trace results:

1. On the Simulation Results window, click O
A .CSV appears.
2. Open the .CSV file and filter the PACKET_

You will see the following in the .CSV file.

Router_1 broadcasts the IGMP_Meme

pen Packet Trace located in the left area.

ID column by 0 and 1.

bership_Query message to all the nodes.

When a node receives the IGMP_Memebership_Query message, the node sends

the IGMP_V2_Membership_Report message to the Router_1.

The following image illustrates (i), (ii), and (iii).
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Figure 5-6: IGMP_Memebership_Query messages in Packet trace
The multicast application Wired Node 2 starts to send multicast traffic to

Wired_Node_ 3 and Wired_Node_4 only after 5 seconds in to the simulation.

This is because, in NetSim, the multicast application starts after 5 seconds by
default.

Wired_Node_2 multicasts Constant Bit Rate (CBR) packets only to Wired_Node_3
and Wired_Node_4.

The following image illustrates (iv), and (v).

Control_Packet IGMP_Membership Cuery
IGTEY Control_Packet IGMP_Membership Crery ROUTER-1  Brcackcast-0 ROUTER-1 NODE-4 Nf&
MIA Control_Packet IGMP_Membership_Cuery ROUTER-1 Broadcast-0 ROUTER-1 MODE-2 Nf&
I Contral_Packet IGMP_Membership Cuery ROUTER-1  Broackcast-0 ROUTER-1 NODE-3 NfA
A Control_Packet KGMP_Membership_Query ROATER-1 Eroadicast-0 ROUTER-1 MODE-4
0 CBR Appl _CBR NOIDE-2 MODE-3; NODE-S;  NODE-Z ROUTER-1
0 CBR Appl CBR NODE-2 MODE-3; NODE-&;  ROUTER-1 MODE-3 S000000
0 CBR Appl CBR NOIDE-2 MODE-3; NODE-&; ROUTER-1 NODE-4 SO00000
0 CBR Appl CBR NCIDE-2 MODE-3; NODE-L;  NODE-2 ROUTER-1 500000
0 CBR &ppl CBR NOIDE-2 lIp‘EII:IIE-!; NODE-4; ROUTER-1 MODE-3
Figure 5-7: Node 2 multicasting CBR packets to other Nodes
VI. Hosts send the IGMP_V2_ Membership Report to 224.0.0.1 to the multicast
application sends multicast traffic to 239.12.14.5.
The following image illustrates (vi).
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Figure 5-8: IGMP_V2_Membership_Report to 224.0.0.1 in packet trace
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IGMP Event Trace Analysis

Now that you have seen the results of packet trace, we will analyze the event trace for this

IGMP simulation.

To view the event trace results:

1. On the Simulation Results window, click Open Event Trace located in the left area.

A .CSV appears.

2. Open the .CSV file and filter the Event_Type column by NETWORK_OUT and
TIMER_EVENT.

You will see the following sub-events in the Subevent_Type column:

a.

IGMP_DelayTimer: This sub-event occurs when a node sets the delay timers for
every group (excluding the all-systems group) to which the node belongs, on the
interface on which it received the query, after the node receives a General Query
from the multicast router.

IGMP_GroupMembershipTimer: This sub-event occurs when the multicast router
refreshes the group membership interval timer, every time it receives a
membership report for a multicast group. If this timer expires, the multicast router
removes this group from the list of destinations for multicast traffic.
IGMP_SendQuery: This sub-event occurs when the multicast router periodically
(based on Query Interval) sends a Query message on every network to which the
multicast router is connected, to solicit multicast group membership information.
IGMP_SendStartupQuery: This subevent occurs when the multicast router sends
the Startup query count to quickly and reliably determine the multicast group
membership information, at startup.

IGMP_UnsolicitedReportTimer: If the initial membership report is lost or
damaged, this timer repeats once or twice after short delays, after every
Unsolicited Report Interval.

JOIN_MULTICAST_GROUP: This sub-event occurs when a node sends the join
multicast group message, when the node decides to join a multicast group on an

interface.

In NetSim, a node joins a multicast group only after 5 seconds into the simulation.

The following image illustrates that hosts join the multicast group after 5 seconds.
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Figure 5-9: Node joins a multicast group

5.2 Access Control Lists (ACLs) Examples

5.2.1 ACL Example

This example models a network and simulates an ACL to understand how ACL filters inbound

and outbound traffic at a router’s interface.

The network modelled consists of:

= Two subnets with 2 wired nodes, 1 router each and 3 applications.

= ACLs with both permit and deny rules are defined on the interfaces of the router.

NetSim uses the following directions for ACL simulations:

» The direction of the ACL is set to both. This means the ACL applies to both inbound

and outbound traffic.

= The direction of ACL is set to Inbound. This means the ACL applies to inbound traffic

only.

= The direction of ACL is set to Outbound. This means the ACL applies to outbound

traffic only.

Open NetSim, Select Examples->Advanced-routing->ACL-Configuration as shown below
Figure 5-10.
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Figure 5-10: Featured Example list
The following network diagram illustrates what the NetSim Ul displays when you open the

example configuration file for ACL as shown Figure 5-11.

1 3
? ‘App2_TCP

Wirkd_Nage_1 Wired_Node_2

Router 5 Interface 1
Deny Qutbound UDP

Router 5 Interface 3
Permit Outbound TCP
Permit Inbound TCP

Router 6 Interface 3
Permit Inbound TCP
Permit Outbound TCP
Permit Outbound UDP
4 Deny All

2
;' App3_uDP

Wired_Node_2 Wired_Node_4

Based on ACL Rules

»App1 - Blocked at Router 5 Interface 1
+» App2 - TCP Permitted throughout Interface 3 of Router 6
+ App3 - UDP Permitted throughout Interface 3 of Router &

NetSim ACL follows Top - Down Rule Precedence

Figure 5-11: ACL Network Topology
1. ACL enabled in Network Layer of Router_5 and were configured as follows as shown
Figure 5-12.
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[ Configure ACL O Ed
ACL Properties
Action | PERMIT - ‘ Source Address [ I
Direction | BOTH A ‘ Destination Address ‘ ANY |
Protocol | ANY - ‘ Source port ‘ 0 |
InterfaceID| 1 - ‘ Destination port ‘ ] |
Reset Add Remave
Action Direction Protocol Interface ID  Source address Dest address = Source port Dest port
PERMIT BOTH TCP 3 11.1.1.2/31 11.3.1.2/31 0 0
DENY CUTBOUND uDp 1 ANY ANY 0 0
QK Cancel

Figure 5-12: ACL Configuration for Router 5
2. ACL enabled in Network Layer of Router_6 and were configured as follows as Figure

5-13.
ﬁﬁ Configure ACL O X
ACL Properties
Action ‘ PERMIT - ‘ Source Address [ ]
Direction ‘ BOTH hd ‘ Destination Address ‘ ANY ‘
Protocol ‘ ANY - ‘ Source port ‘ 0 ‘
Interface ID ‘ 1 - ‘ Destination port ‘ 0 ‘
Reset Add Remaove
Action Direction Protocol Interface I Source address Dest address = Source port Dest port
PERMIT OUTBOUND uop 3 ANY ANY 0 0
PERMIT QUTBOUND TCP 3 ANY ANY 0 0
PERMIT INBOUND TCP 3 ANY ANY 0 0
DENY BOTH ANY 3 ANY ANY 0 0
QK Cancel

Figure 5-13: ACL Configuration for Router 6
Transport protocol set as UDP for APP_1_CBR and APP_3_CBR.
Transport protocol set as TCP for APP_2 CBR.
Enable the plots and run Simulation for 10 seconds and observe the throughput

obtained for the three applications.
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5.2.2 Result and Observations

Application_Metrics_Table

Application_Metrics

Application Id ~ Throughput Plot Application Name  Packet generated  Packet received  Throughput (Mbps)  Delay(microsec)  Jitter(microsec)
1 Application Throughput plot  App1_CER 500 0 0.000000 0.0000:00 0.000000

2 Application Throughput plot  App2_CBR 500 478 0.558304 26817.456362 4114302997

3 Application Throughput plot  App3_CER 500 499 0.582832 376.281924 0.001928

Figure 5-14: Application Metrics Table in result window
The throughput for first application is zero, since the ACL blocks OUTBOUND UDP traffic flow
in Router_5 from Wired Node 2 to Wired Node 1

The throughput for second application is non-zero, since the ACL ‘Permits’ TCP traffic flow in
Router_5 and Router6 from Wired Node 1 to Wired Node 3.

The throughput for the third application is non-zero as ACL ‘Permits’ UDP traffic flow in
Router_6 from Wired Node 4 to Wired _Node 2.

5.3 Virtual LAN (VLAN) Examples
5.3.1 Intra-VLAN

Open NetSim, Select Examples->Advanced-routing->VLAN->Intra-VLAN as shown below
Figure 5-15.

[ NetSim Home - X

NetSim Standard

Network Simulation/Emulation Platform
Version 13.017 (64 Bit)

Simulations Experiments
New Simulation CtrlsN
> Internetworks (LI > - -Performanc d-Delay LI
¥ « ctl-0
ourwert ! ¥ | Advanced-Routing LLI » | Throughput-and-Bottleneck-Server-Analysis LI
| Examples Crl+E ACL-Configuration 4 Delay-and-Littles-Law L)
Multicasting-with-IGMP » ting " g-with " o
Public-1P-addressing-and-NAT » y-the-spanning-tree-pr m
¥ VLAN 4 P-connecti [an)
Access-and-Trunk-Links » | Reliable-data-transfer-with-TCP (11
Inter-VLAN » ical-model-of m
Intra-VLAN » pact-of-d d-error (01
» .
License Settings I0T-WsN (1 » | Wifi-UDP-Download-Throughput LI
» ile-s -1 N .
Mobile-Adhec-Networks L1 » y-download: o handle? (01
Exit Alt+F4 »
VANETs L1 » | TCP-congestion-control-algorithms LLI
R - .
Cognitive-Radio (13 » | Multi-AP-Wi-Fi-Networks-Channel-Allocation (L1
> . y
Software-Defined-Networks 1) » 7 Throughp m
R y .
Cellular-Networks (T} » | Route-table-formation-in-RIP-and-OSPE (L1
» I enarv-Netwarks 171
Ready to simulate scenarios to understand the working of different libraries in NetSim. Expand and click on file name  Learn networking concepts through simulation experiments. Documentation comes with objective, theory, set-up,
o load simulatien. Click on book icon for documentatien (pdf). results and inference. Expand and click on file name te load simulation. Click on book icon for documentation (pdf).
Support Learn Documentation Contact Us

ual Email - sales@tetcos.com
Phone - =91 767 6054321

Figure 5-15: Featured Example list
The following network diagram illustrates what the NetSim Ul displays when you open the

example configuration file for Intra VLAN as shown Figure 5-16.
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Wired_

AN

Wired Node_4

Wired_Node_3

Figure 5-16: Intra-VLAN Network topology
1. Intra-VLAN communication is a mechanism in which hosts in same VLAN can
communicate to each other. Create a network as per the above screenshot. Edit the

properties of L2 Switch 1 as per the table below Error! Reference source not found..

L2 Switch 1
Interface ID  VLAN Status VLANID  VLAN Port Type
Interface_1 TRUE 2 Access _Port
Interface_2 TRUE 2 Access _Port
Interface_3 TRUE 3 Access _Port

Table 5-1: L2 Switch 1 Properties
2. To configure VLAN settings in L2 switch go to VLAN_Status parameter under
INTERFACE_1 (ETHERNET) and set as TRUE.
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N L2_Switch u] X
L2_Switch ¥ DATAUNK_LAYER
Protocol ETHERNET
GENERAL MAC_Address O4BCAFFBEEEA
INTERFACE_2 (ETHERNET) R it
Switch Priority 1
INTERFACE 3 (ETHERNET) g
Switch 1D 16C650B4C6613
Spancing Test JEEE 802.1D
STP Cost [ 19
Switching Mode . Store_Forward -]
Switching Latency(usec) [ 217
|vu~_s-_ms [ TRue -|
VLAN Name VIAN 1
|V\.AN_GUI Configure VLAN I
VLAN ID 2
VLAN Port Type [ access_porr v
b PHYSICAL LAYER
oK Reset

Figure 5-17: Datalink Properties of L2 Switch
3. Then click Configure VLAN under VLAN_GUI parameter. The following window will

open.
[ vLAM Cenfiguration o e
j Vlan ID 2

we B S
Vian MAME VLAN_2

e ks i :
Interface ID =
P Address

Connected Device Name
Cannected Interface ID

Connected IP Addness

DEFALILT ADD REMOVE

Conmected Connected Connected

Device Name  Interface ID 1P Address Device Name | Interface ID | 1P Address

No content in table

OK Cancel

Figure 5-18: VLAN Configure window
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4. Now set the properties as shown below and after changing the properties click on Add
button to add it in the VLAN table.
= Similarly change the VLAN properties for Interface ID 2 and click on ADD

W VLAN Configuration - o X
VLAN =] [0 VLian ID 2
i - Vian NAME VLAN_2
L v N =
Interface ID bt
IP Address

Connected Device Name

Connected Interface ID

Connected IP Address

DEFAULT ADD REMOVE

Device Name Interface ID  IP Address & — £ Al —

Device Name  Interface 1D IP Address
L2_Switch_1 1 NA Wired_Node 2 1 11119
L2_Switch_1 2 NA Wired_Node 3 1 11112
oK Cancel

Figure 5-19: Configuring VLAN Properties into VLAN 2
» To add another VLAN click plus icon, after that add the VLAN properties for Interface
ID3
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vaan [+ ][] Vian 10 3

Vian NAME VLAN_3
A Device Name L2_Switch_1 -
_ Interface ID 3 -
IP Address NA
Connected Device Name Wired_Node 4
Connected Interface ID 1
Connected P Address 1113
DEFAULT ADD REMOVE

Device Name Interface ID  IP Address e i -

Device Name Intesface 1D IP Address
L2 Switch 1 3 NA Wired_Node.. 1 1113
oK Cancel

Figure 5-20: Configuring VLAN Properties into VLAN 3
= Set the VLAN ID’s for the L2_Switch Interface_1 as shown below Figure 5-21.

[ L2_Switch a X
L2_Switch W DATALINK_LAYER
Protocol ETHERNET
GENERAL MAC_Address 006491121B2F
INTERFACE_1 (ETHERNET) Blufier SoE () I ! |
STP Status TRUE
INTERFACE_2 (ETHERNET)
Switch Priority | 1 |
INTERFACE_3 (ETHERNET)
Switch 1D 1006491121B2F
Spanning Tree IEEE 802.1D
STP Cost [ %0 |
Switching Mode | Store_Forward > |
Switching Latency(psec) | 217 |
VLAN Status [ TRue - |
VLAN Name VIAN 1
VLAN_GUI Configure VLAN
VLAN ID 2 l
VLAN Port Type ACCESS_PCRT -
» PHYSICAL LAYER

Figure 5-21: Datalink layer Properties window
5. Similarly set VLAN_ID as 2 for L2_Switch Interface_2 and VLAN_ID as 3 for L2_Switch

Interface_3
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6. In NetSim GUI Plots are Enabled. Run simulation for 10 seconds and observe the

throughputs.
Throughput (Mbps) ‘
Application 1 0.58
Application 2 0

Table 5-2: Result Comparison
The throughput for 2" application is zero because the source and destination are in different
VLANS, thereby traffic flow or communication between 2 VLANs using Layer2 switch is not

possible. To overcome this problem, an L3 switch is used.

5.3.2 Inter-VLAN

VLANSs divide broadcast domains in a LAN environment. Whenever hosts in one VLAN need
to communicate with hosts in another VLAN, the traffic must be routed between them. This is

known as Inter-VLAN routing. This can be possible by using L3 switch.
What is a layer 3 switch?

Layer 3 switch (also known as a multi-layer switch) is a multi-functional device that have the
same functionality like a layer 2 switch, but behaves like a router when necessary. It's
generally faster than a router due to its hardware based routing functions, but it's also more

expensive than a normal switch.

Open NetSim, Select Examples->Advanced-routing->VLAN->Inter-VLAN as shown below
Figure 5-22.

[ NetSim Home - X

NetSim Standard

Network Simulation/Emulation Platform

Version 13.0.17 (64 Bit)
Simulations Experiments
New Simulation Ctrl+N
> intemetworks L1 S - k-Performanc d-Delay (1)
Yourwork Cl-0 * | Advanced-Routing (1) » | Throughput-and-Bottleneck-Server-Analysis (L1
| Examples CiriE ACL-Configuration » Delay-and-Littles-Law L1
Multicasting-with-1GMP » ing d- ing-withi d m
Public-1P-addressing-and-NAT > dy-the-spanning-tree-protocol (11
TVLAN » P-conneci m
Access-and-Trunk-Links > Reliable-data-transfer-with-TCP 1)
Inter-VLAN . del-of- @
Intra-VLAN » pact-of-d d-error (11
R N
License Settings I0T-WsN > Wifi-UDP-Dowmload-Throughput L1
» ile-Adhoc-
Mobile-Adhoc-Networks L1 » y-dowmload: cess-p handle? (11
Exit Alt+Fa »
VANETs (1) » | TCP-congestion-control-algorithms L1
» - | -
Cognitive-Radio. L1} > Multi-AP-Wi-Fi-Networks-Channel-Allocation 11
» - | -1
Software-Defined-Networks L1 N Throughp ot d-Slotted-Aloha (11
»> |
Celular-Networks €2 » | Route-table-formation-in-RIP-and-OSPF (11
> 1emarv-Natworks 111
working of different lbraries in NetSim. Expand and click on file name  Learn netwarking concepts throug
entation (pdf). results and inference. Expand and cl
Support Learn Documentation Contact Us

| Email - sales@tetcos.com
Phane - -91 767 605 4321

Support
support@tetcos.com

Figure 5-22: Featured Example list
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The following network diagram illustrates what the NetSim Ul displays when you open the

example configuration file for Inter VLAN as shown Figure 5-23.

Wired_Node_2

004

ppl_CBl

N
7 App3_CBR
Wired_Node_3 Wired_Node_b
10.1.04 ' 11404
VLAN 2 ' VLAN 3

Figure 5-23: Inter-VLAN Network topology
1. Create a network as per the above screenshot. Edit all the wired node properties

shown below Error! Reference source not found..

Wired Node Wired Node Wired Node Wired Node Wired Node
p] 3 4 5 6

I/f1_Ethernet I/f1_Ethernet I/f1_Ethernet 1/f1_Ethernet 1/f1_Ethernet

IP Address 10.0.0.4 10.1.0.4 11.2.0.4 11.3.0.4 11.4.0.4
PBFEULE 10.0.0.3 10.1.0.3 11.2.0.3 11.3.0.3 11.4.0.3
Gateway

Table 5-3: Wired Node properties
2. Edit the L3 Switch 1 properties shown below.

I/f1_Ethernet I/f2_Ethernet 1/f3_Ethernet |/f4_Ethernet I/f5_Ethernet
IP Address IP Address IP Address IP Address IP Address
Switch
L3 10.0.0.3 10.1.0.3 11.2.0.3 11.3.0.3 114.03
Switch 1

Table 5-4: Detailed L3 Switch 1 Properties

Ver 13.0 Page 38 of 48



L3 Switch 1

Interface ID  VLAN Status VLAN ID V"%’;‘pzm

Interface_1 TRUE 2 Access _Port
Interface_2 TRUE 2 Access _Port
Interface_3 TRUE 3 Access _Port
Interface_4 TRUE 3 Access _Port
Interface_5 TRUE 3 Access _Port

Table 5-5: VLAN configurations Properties
3. Configure the VLAN properties of L3 Switch 1 as per the below screenshots.

[3% Configure VLAN X

VLAN E E] VLAN ID
i VLAN Name

VLAN 3

~n

VLAN_2

Device Name

Interface ID

4

IP Address

Connected Device Name

Connected Interface ID

Connected IP Address l }

Default Add Remove

Connected Connected Connected

Device Name Interface ID  IP Address Device N s e e s

L3_Switch_1 1 10.0.0.3 Wired_Node... 1 10.0.04
L3 Switch_1 2 10.1.0.3 Wired_Node... 1 10.1.04

OK Cancel

Figure 5-24: Configuring VLAN Properties into VLAN 2
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4

w

VLAN D VLAN ID

| |
VLAN Name | VAN 3 |
VLAN 2
Device Name ’ » |
— Interface ID ’ - |
IP Address ’ |
Connected Device Name
Connected Interface ID
Connected IP Address l |
Default Add Remove

Connected Connected Connected

Device Name Interface ID  IP Address DedcaMasialibta a0l EiP Address

L3_Switch_1 3 11.203 Wired_Node... 1 11.204

L3_Switch_1 4 11.3.03 Wired_Node... 1 11.3.04

L3_Switch_1 5 11403 Wired_Node... 1 114.04
oK Cancel

Figure 5-25: Configuring VLAN Properties into VLAN 3

4. In NetSim GUI Plots are Enabled. Run simulation for 10 seconds and observe the

throughputs.
Throughput (Mbps)
Application 1 0.58
Application 2 0.58
Application 3 0.58

Table 5-6: Result Comparison
In this case, application1 is in VLANZ2, application2 is in VLAN3 and application 3 is in between
VLANZ2 and VLANS3. From the above results, the throughput for application 3 (different VLANS)
is non zero, because of using L3 switch. So, communication between 2 VLANSs is possible

using L3 Switch.

5.3.3 Trunking

Open NetSim, Select Examples->Advanced-routing->VLAN->Access-and-Trunk-Links

as shown below Figure 5-26.
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Figure 5-26: Featured Example list
The following network diagram illustrates what the NetSim Ul displays when you open the

example configuration file for Access and Trunk links.

VLAN 2

N

“ App1_CBR
Wired_Node_4
192.168.1.4

L3_Switch_1 L3_Switchy2
192.168.1.1 192.168.1.2
192,168.3.1 192.168.3.2
192.168.2.1 192.168.2.2

-~

“ App2 CBR =
Wired_Node_S Wired_Node_6
192.168.2.3 VLAN 3 192.168.2.4

Figure 5-27: Network Topology
1. Create a network and edit the properties as per the above screenshot. Edit all the wired

node properties shown below Error! Reference source not found..

Wired Node 3 Wired Node 4 Wired Node 5 Wired Node 6

I/f1_Ethernet  I/f1_Ethernet I/f1_Ethernet I/f1_Ethernet

IP Address 192.168.1.3 192.168.1.4 192.168.2.3 192.168.2.4
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Default Gateway  192.168.1.1 192.168.1.2 192.168.2.1 192.168.2.2

Subnet Mask 255.255.255.0 255.255.255.0 255.255.255.0 255.255.255.0

Table 5-7: Wired Node properties
2. Edit the L3 Switch 1 and L3 Switch 2 properties shown below.
= Change subnet mask of all L3 Switch interfaces to 255.255.255.0

1/f3_Ethernet

1/f1_Ethernet 1/f2_Ethernet

IP Address IP Address IP Address
L3 Switch 1 192.168.1.1 192.168.3.1 192.168.2.1
L3 Switch 2 192.168.1.2 192.168.3.2 192.168.2.2
Table 5-8: Switch properties
W L3_Switch (m] x
L3 Switch » NETWORK_LAYER
¥ DATAUNK_LAYER
GENERAL Protocol ETHERNET
APPLICATION_LAYER MAC_Address 2E9DE920AE1D
NETWORK LAVER STP Status TRUE
Switch Prionity I 1
Switch 1D 12E9DE920AE1D
INTERFACE_2 (ETHERNET)
Spanning Tree IEEE 802.1D
INTERFACE_3 (ETHERNET) o [ =
Switching Mode [ Store_Forward . |
Switching Latency{usec) [ 21.7
VLAN Status | TRUE -
VLAN Name VIAN 1
VLAN_GUI Configure VLAN
VLAN ID [2
VLAN Port Type [ ACCESS_PORT
» PHYSICAL_LAYER
oK Reset

Figure 5-28: Datalink layer Properties

L3 Switch 1

Ver 13.0

Interface ID  VLAN Status VLAN ID VLAN Port
Type
Interface_1 TRUE 2 Access _Port
Interface_2 TRUE 1 Trunk _Port
Interface_3 TRUE 3 Access _Port

Table 5-9: VLAN Properties for Switch 1
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L3 Switch 2 \

Interface ID  VLAN Status VLAN ID VL?;lp:ort
Interface_1 TRUE 2 Access _Port
Interface_2 TRUE 1 Trunk _Port
Interface_3 TRUE 3 Access _Port

Table 5-10: VLAN Properties for Switch 2
3. Click on Configure VLAN in L3_Switch_1 and set the properties for VLAN 2 as per the

screenshot shown below Figure 5-29.

.;} Configure VLAN X

VLAN Iz‘ D VLANID

i VLAN Name [ VLAN_2 ]
_ Device Name \ L3_Switch_2 - |
VLAN 3
Interface ID [ 1 - |
IP Address [ 19216812 I
Connected Device Name Wired_Node_4

Connected Interface ID 1

Connected IP Address [ 192.168.1.4 |

Default Add Remove

Connected Connected Connected

Device Name Interface ID  IP Address e T Py

L3 Switch 1 1 192.168.1.1  Wired_Node.. 1 192.168.1.3
L3_Switch 2 1 192.168.1.2  Wired_Node.. 1 192.168.1.4
0K Cancel

Figure 5-29: Configuring VLAN Properties into VLAN 2
= Set the properties for VLAN 3 as per the screenshot.

Ver 13.0 Page 43 of 48



[¥% Configure VLAN
— [-] VAN D E J
VLAN Name | VLAN 3 ]
VLAN 2 ,
Device Name | L3_Switch_2 bos ]
L [ -
IP Address | 192.168.2.2 ]
Connected Device Name Wired_Node_6
Connected Interface ID 1
Connected IP Address | 192.168.24 ]
Default Add Remove
. Connected Connected Connected
Device Name Interface ID  IP Address Dtttk oraae
L3_Switch_1 3 192.168.2.1 Wired_Node... 1 192.168.2.3
L3 Switch.2 3 192.168.2.2 Wired_Node... 1 192.168.2.4
oK Cancel

Figure 5-30: Configuring VLAN Properties into VLAN 3
= After setting the properties of VLAN2 and VLANS3 click on Accept.

4. Go to L3_Switch_1 properties -> Network_Layer -> Configure Static Route IP

[¥% 13_Switch

L3 Switch v NETWORK_LAYER
Protocol

GENERAL ACL_Status

IPV4

I Disable

APPLICATION_LAYER Static_IP_Route_GUI

Configure Static Route IP

Static_IP_Route_File

NETWORK_LAYER

INTERFACE_1 (ETHERNET)

StaticlPConfigure1.txt

Figure 5-31: Select Configure Static Route IP

= Set the properties in Static Route IP window as per the screenshot below and

click on Add.
= Click on Accept.
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[ static IP Routing Configuration a X
Network Destination [ 192.168.1.0 l Gateway l 192.168.3.2 I
Subnet Mask [ 255.255.255.0 l Metrics | 1 ]
Interface ID | 1 |

Default Add Remove
Network .
Dexihartiog Subnet Mask Gateway Metrics Interface ID

192.168.1.0 255.255.255.0 192.168.3.2 1 2

192.168.2.0 255.255.255.0 192.168.3.2 1 2

OK Cancel

Figure 5-32: Static IP Routing Configuration window
Note: Set Transport Protocol to UDP in Application icon present in the top ribbon/toolbar

In NetSim GUI Plots are Enabled. Run simulation for 10 seconds and observe the throughput.

Throughput (Mbps)

Application 1 0.58
Application 2 0.58

Table 5-11: Result Comparison
The above results conclude that Trunking allows us to send or receive any VLAN information

across the network.

5.4 Public IP Address & NAT (Network Address
Translation) Example
Open NetSim, Select Examples->Advanced-routing->Public-IP-Addressing-and-NAT as

shown below Figure 5-33.
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Figure 5-33: Experiments List
The following network diagram illustrates what the NetSim Ul displays when you open the

example configuration file for NAT.

AR\2 33
£ 3 o
Router_2 Roum
2 1112 12112 4“\(_
. =~ 4
GM [ 2311 L1312 2

7 % N 13 ‘1.1_ I } L
C UE Zhpp1CER 172,160.1

1141
w«m_@\\_ /,/ Wired_Node 10
~"9

10.0.0.2 xS 1721602
1

=1 : ]
S ~—
Wired_Node_8 12_Switch S L2_Switch_6 \r Wired Node 11
10003 3 T~ 1721603
-
/ | "“\g 12
Wired_Nodegl2
Wired Node 9| 1721604
10,004

Figure 5-34: Application flow between different LAN
1. Wired node Properties:

Subnet
mask
7 10.0.0.2 255.0.0.0

IP address

8 10.0.0.3 255.0.0.0
9 10.0.0.4 255.0.0.0

10 172.16.0.2 = 255.255.0.0
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11 172.16.0.3  255.255.0.0

12 172.16.0.4  255.255.0.0

Table 5-12: IP Address and the Subnet mask for Wired nodes
2. Router Properties:

Router Interface IP address Subnet mask
Interface1_Ethernet ~  10.001  255.0.00
Router 1
Interface2_ WAN 11.1.11 255.0.0.0
Interface1_WAN 11.1.1.2 255.0.0.0
Router 2
Interface2_WAN 12.1.11 255.0.0.0
Router 3 Interface1_WAN 12.1.1.2 255.0.0.0
Interface2_WAN 13.1.1.2 255.0.0.0
Router 4 Interface1_WAN 13.1.1.1 255.0.0.0
Interface2_Ethernet 172.16.0.1 255.255.0.0

Table 5-13: IP Address and the Subnet Mask for Routers
3. Configure the application with Source ID as 7 and Destination_ID as 10
4, Set start time =50.

[% Configure Application [m| X
Application D v APPLICATION
Application_Method | UNICAST - | f
Application_Type | CBR - |
Application ID
Application_Name | Appl1_CBR |
Source_Count
Source_ID | 7 - |
Destination_Count
Destination_ID | 10 - |
Start_Time(s) | 50 |
End_Time(s) | 100000 |
Src to Dest | Show line - |
Encryption | NONE e |
Random_Startup | FALSE e |
Session_Protocol NONE
Transport_Protocol | TCP - |
QoS | BE - | 1 |
0K Reset

Figure 5-35: Application Properties
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5. Enable Packet trace, Plots and run simulation for 100 seconds.

6. After simulation open packet trace and filter Packet Id to 1

PACKET_| -T| SEGMENT v | PACKET 1+ CONTROL  SOURCE_| ~ | DESTINATION_I ~ | SOURCE_IP ~ | DESTINATION_IP ~ |GATEWAY_IP |~ NEXT_HOP_IP ~
1 0 CBR Appl_CBR NODE-7  NODE-10 10.0.0.2 f0.0.0.1 10.0.0.2 10.0.0.1
1 0 CBR Appl CEBR NODE-7 NODE-10 10.0.0.2 10.0.0.1 10.0.0.2 10.0.0.1
1 0 CBR Appl_CBR NODE-7  NODE-10 10.0.0.2 h3.1.1.1 11.1.1.1 11.1.1.2
1 0 CBR Appl_CBR NODE-7  NODE-10 10.0.0.2 13.1.1.1 12.1.1.1 12.1.1.2
1 0 CBR Appl CER NODE-7 NODE-10 10.0.0.2 13.1.1.1 13.1.1.2 13.1.1.1
1 0 CBR Appl_CBR NODE-7  NODE-10 10.0.0.2 172.16.0.2 172.16.0.1 172.16.0.2
1 0 CBR Appl_CBR NODE-7  NODE-10 10.0.0.2 172.16.0.2 172.16.0.1 172.16.0.2

Figure 5-36: Packet trace
SOURCE_IP — source node IP (Node)
DESTINATION_IP — gateway IP (Router/ Node)
GATEWAY_IP — IP of the device which is transmitting a packet (Router/ Node)
NEXT_HOP_IP — IP of the next hop (Router/ Node)
Source node 7 (10.0.0.2) wouldn’t know how to route to the destination and hence its default
gateway is Router 1 with interface IP (10.0.0.1). The first line in the above screenshot specifies
packet flow from Source Node 7 to L2 Switch 5 with SOURCE_IP (10.0.0.2),
DESTINATION_IP (10.0.0.1), GATEWAY_IP (10.0.0.2) and NEXT_HOP_IP (10.0.0.1). Since
Switch is Layer2 device there is no change in the IPs in second line. Third line specifies the
packet flow from Router 1 to Router 2 with SOURCE_IP (10.0.0.2), DESTINATION_IP
(13.1.1.1- IP of the router connected to destination. Since OSPF is running, the router is looks
up the route to its destination from routing table), GATEWAY_IP (11.1.1.1) and
NEXT_HOP_IP (11.1.1.2) and so on.

6 Reference Documents

1. IEEE802.1Q for Virtual LAN
2. |IETF 7761 for Protocol Independent Multicast — Sparse Mode (PIM-SM)
3. RFC 2236 for Internet Group Management Protocol, Version 2

7 Latest FAQs

Up to date FAQs on NetSim’s Advance Routing library is available at

https://tetcos.freshdesk.com/support/solutions/folders/14000113123
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