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1 Introduction to 5G simulation with NetSim

NetSim 5G NR library allows for end-to-end simulation of all layers of the protocol stack as well as
applications running over the networkl. The 5G devices available in NetSim are the 5G core devices:
(i) AMF, (ii) SMF, (iii) UPF, and RAN devices: (i) gNBs (ii) UEs. Simulation is discrete event and
done at a packet level abstraction. This 5G library is designed to connect to the base component of
NetSim (and in turn to other components), which provides functionalities such as the TCP/IP Network
Stack, Routing algorithms, Mobility, Output Metrics, Animation, Traces etc. NetSim'’s protocol source
C code shipped along with (standard / pro versions) is modular and customizable to help researchers

to design and test their own 5G protocols.

Remote Servers

5G Core Devices

RIS L p——————————Intemnet

gNB
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NS WA

5G Links N\t 6 | ved
A BE 'D User
by Py
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ang/ i
Reset Plot “a
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Color Picker. /

Figure 1-1: NetSim’s 5G NR design window, the results dashboard and the plots window

1 For an introduction to 5G see Chapter 3
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2 Simulation GUI

2.1 Create Scenario

Open NetSim and click New Simulation — 5G NR as shown Figure 2-1.

[ Netsim Home

NetSim Standard

Network Simulation/Emulation Platform

Version 13.2.22 (64 Bit)

New Simulation
Your Work
Examples

Experiments

License Settings

Exit

Support

CtrisN

Cti+0

Alt+F4

Choose a Network

@ Internetworks (Base)

Features TCP, IP, Routing, Wi-Fi, Ethemet, RF
Propagation, Application Models, Network Stack,
Simulation Kernel, Animator and Plot Engine

@ Licensed

€&l Internet of Things
Features WSN, RPL and 6LOWPAN with MANET
routing. loT interfaces with Intemetworks and
MANETs libraries

€l 56 NR
Based on 3GPP 38 series standards. 5G NR
interfaces with Internetworks library

€ Advanced Routing

Features VLAN, Multicast Routing: IGMP and PIM,
L3 Switch, ACL and NAT. Access these features
within the properties of Switches and Routers
available in C1

Learn

@ Legacy Networks

Features Pure Aloha, Slotted Aloha, GSM and
CDMA. Legacy Networks run standalone and do
not interface with Internetworks library

@ Licensed
&l Cognitive Radio Networks

Based on 80222 standard and interfaces with
Internetworks library

@ Lic

@i Satellite Comm. Networks

Features Geo stationary satellite, TOMA in Ku
Band and MF-TDMA in Ka Band per DVB S2.
Interfaces with Internetworks library

@ Licensed

88 Software Defined Networks

Based on Openflow protocol. Access this feature
within the properties of all L3 devices. SON
interfaces with all components except C2 and
o

4 Mobile Adhoc Network

Features DSR, AODV, OLSR and ZRP routing
protocols, and multiple MANETs with bridge
nodes. MANETs interface with Internetworks
library

€8 LTE/LTE-A

Based on 3GPP 36 series standards. LTE/LTE-A
interfaces with Intemetworks library

@ Licensed

€2 Underwater Acoustic Networks

Features underwater communication using the
acoustic PHY and Thorp propagation models.
Interfaces with legacy networks for running
slotted aloha in MAC layer.

ed

8 Lic

Adé.0n Network Emulator

Connect real systems running live applications to
NetSim. Interfaces with all components except
C2. Access this feature inside Application
properties.

Documentation

Figure 2-1: NetSim Home Screen

© TETCOS LLP. All rights reserved

8! Wireless Sensor Networks

Based on 802154 MAC/PHY interfaces with
MANETs library

€8 Vehicular Adhoc Networks
Based on IEEE1609 Wave and IEEEB02.11p with
MANET routing. VANETs interface with
Internetworks library and SUMO

Contact Us

Email - sales@tetcos.com
Phone - +91 767 605 4321
Website

5G NR comes with a palette of various devices like Wired & Wireless Nodes, L2 Switch & Access

Point, AMF (Access and Mobility Management Function), UPF (User Plane Function), SMF (Session

Management Function) & Router, gNB (Equivalent of eNB in LTE), UE (User Equipment), and

Building. Devices are connected using 3GPP defined interfaces; O-RAN defined interfaces are not

available.
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2.2 NetSim 5G Network Setup

[ NetSim 56 Network Setup X

Choose 3G deployment architecture and the environment grid length, On dicking OK users will reach the network design window where
they can place 3G devices via dick and drop.

— Deployment Architecture — Grid Settings
® Stand Alone (SA) MNetSim lets users design networks on a square grid, and allows

56 Core and 5G RAN them to choose the grid length before placing the first device.
Howewver, once a device has been placed on the grid, the length

Mon Stand Alone (NSA) can not be changed.

Option 3, 3a: 5G RAN, LTE RAM, LTE_EPC - .
Option 4. 4z 5G RAN, LTE RAN, 5 Choose required grid length:

Option 7. 72 5G RAN, LTE RAN, 5G Corz Grid length (100m - 1,000,000m) | 4000

— Device Placement
» MetSim places the 5G core devices (AMF, SMF, UPF and switches) by default on to the grid,

a. Only one 5G core and/or LTE EPC is currently supported.
b. Users can not remaove 5G core devices and/or LTE/EPC links.
c. User may mowve these devices in the grid.
* Users can drop gNBs/eMNBs which get automatically connected to 5G core,
a. If a gNB/eNB is removed, the connected links to the core switches are autornatically removed,
= Users can drop UEs and must connect them to gMBs/eMNBs using links.
= Users can drop Routers and connect it to the UPF/EPC for connecting to the data-network.
= |P addressing is automatically set by NetSim. It is recommended not to change the default IP Addresses.

| oK ‘ ‘ Reset | | Cancel Help

Figure 2-2: NetSim 5G Network Setup window

2.2.1 Deployment Architecture

The deployment options have been grouped into 2 categories. Standalone (SA) option where there
is only one independent access network (LTE or 5G NR) that is connected to either the EPC or the
5G Core and the Non-Standalone options where both LTE and 5G NR radio access technologies
are present, where one of the access networks assist the other in connecting to either an EPC or a
5GC.

Stand Alone: In 5G Stand-alone mode of operation in NetSim, the network can be created using
the 5G Core devices which includes a single AMF, SMF and UPF to which the gNB can be connected
via Layer 2 Switches. The RAN part consists of gNBs and UEs and the UEs can handle both Uplink
and Downlink data transfer to and from the Data Network (DN) via the UPF.

Non-Stand Alone: In the Non-Stand-alone mode of operation in NetSim, the users can design the

network scenario using different deployment options.
The NSA modes in NetSim’s 5G module includes:

1. Option 3 where only LTE core/ EPC is present and no 5G Core devices are present. Option 3 is

categorized into:

a. Option 3: Only eNB connects to EPC and eNB and gNB connects to the XN interface.
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b. Option 3a: Both eNB and gNB connect to the EPC. gNB connects to the XN interface and
eNB does not XN interface.

2. Option 4 where only 5G Core devices are present, and EPC is not available. Option 4 is

categorized into:
a. Option 4: Only gNB connects to all the 5G Core interfaces. eNB connects to the XN interface.

b. Option 4a: gNB connects to all 5G Core interfaces and eNB connects to AMF and UPF

through respective interfaces.

3. Option 7 where only 5G Core devices are present, and EPC is not available. Option 7 is

categorized into:
a. Option 7: eNB connects to all 5G Core interfaces. gNB connects only to the XN interface.

b. Option 7a: gNB connects to all the 5G Core interfaces. eNB connects to AMF and UPF

through the respective interfaces.
2.2.2 Device Placement

NetSim places the 5G core devices (AMF, SMF, UPF and Switches) / LTE EPC by default on to the
grid.

= Only one 5G Core and/or LTE EPC is currently supported.
= Users cannot remove 5G Core devices and/or LTE EPC, or their interconnecting links.
= User may move these devices in the grid.

= Users can drop gNBs/eNBs which get automatically connected to 5G Core. If a gNB/eNB is

removed, the connected links to the core switches are automatically removed.
= Users can drop UEs and must connect them to gNBs/eNBs via links.

= Users can drop Routers and connect them to the UPF/EPC for connectivity to the data-
network (DN).

= |P addressing is automatically set by NetSim. It is recommended not to change the default IP

addresses.
2.2.3 NSA Deployment Device Connectivity

The device connectivity rules are explained below. Example screen shots are available in the section
3.16.

2.2.3.1 Option 3/3a

» UE should mandatorily be connected to the master node (MN) first. In option 3, the MN is eNB

Ver 13.3 Page 10 of 230
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UE should mandatorily be connected to the secondary node (SN) next. In option 3, the SN is

the gNB
UE cannot be connected to any other device.

The data (external) network connects to the EPC. This is achieved by first connecting a router
(let’s call it R1) to the EPC.

Switches, nodes, APs, and other routers can now be connected to R1

Connectivity rules for the devices within the data network is per the Internetwork library

document.

2.2.3.2 Option 4/4a

UE should mandatorily be connected to the master node (MN) first. In option 4, the MN is gNB

UE should mandatorily be connected to the secondary node (SN) next. In option 4, the SN is
the eNB

UE cannot be connected to any other device.

The data (external) network connects to the 5G core through the UPF. This is achieved by
first connecting a router (let’s call it R1) to the UPF.

Switches, nodes, APs and other routers can now be connected to R1

Connectivity rules for the devices within the data network is per the Internetwork library

document.

2.2.3.3 Option7/7a

UE should mandatorily be connected to the master node (MN) first. In option 7, the MN is eNB

UE should mandatorily be connected to the secondary node (SN) next. In option 7, the SN is
the gNB

UE cannot be connected to any other device.

The data (external) network connects to the 5G core through the UPF. This is achieved by

first connecting a router (let’s call it R1) to the UPF.
Switches, nodes, APs and other routers can now be connected to R1.

Connectivity rules for the devices within the data network is per the Internetwork library

document.
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2.2.4 Grid Settings

2.3

NetSim allows users to design the network on a square grid. The major and minor grid lines
are displayed; major grid line values along X and Y co-ordinate is displayed. Each device’s X,

Y co-ordinate is determined by its location on the grid.

Users can choose the grid size prior to placement of the first device. The grid size cannot be

changed after the first device has been placed on the grid.

The grid length can be in the range of 10m to 1,000,000m.
Devices Specific to NetSim 5G NR Library

UE: User Equipment.

o Each UE has a single LTE NR interface with an infinite buffer. It can connect to a gNB
(Base Station or BS) in both FR1 (u-Wave) and FR2 (mm-Wave) bands.

o A UE can be stationary or mobile.

o The UE’s location is determined by its (X, Y) co-ordinate on the grid or by its (Lat, Lon)

when using a map background.

gNB: This represents a base station (BS) with all the components i.e., antennas, radio,
baseband, and the protocol stack. NetSim currently does not allow for the gNB to be split into
RU, DU and CU.

o lIthas a5G RAN interface for wireless connectivity to UEs.

o A gNB can be configurated as a u-Wave (FR1, sub 6GHz) or a mm-Wave (FR2) BS by

appropriately selecting the frequency of operation.
o Ithas a 5G_N3 interface for wired connectivity to UPF through L2_Switch,
o Ithas a5G_N1_N2 interface for wired connectivity to AMF through L2_Switch, and

o Ithas a 5G_XN interface for wired connectivity between the gNB’s though L2_Switch. gNB

has an infinite buffer.

UPF (User Plane Function): User Plane Function has 5G_N4 interface for wired connectivity
to SMF, 5G_N3 interface for wired connectivity to gNB through L2_Switch, and 5G_N6
interface for wired connectivity to router in NG core which in turn can connect to Switches,

APs, Servers etc

SMF (Session Management Function): Session Management Function has 5G_N11

interface for wired connectivity to AMF and 5G_N4 interface for wired connectivity to UPF.
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= AMF (Access and Mobility Management Function): Access and Mobility Management
Function has 5G_N11 interface for wired connectivity to SMF and 5G_N1_N2 interface for

wired connectivity to gNB’s through L2_Switch.

= Building: Users can place gNBs, UEs inside buildings to simulate indoor RF propagation

effects.

o & @ ® [

Node L2 Devices = Router  Base Station UE Building

Figure 2-3: 5G NR Device Palette in GUI

2.4 GUI Parameters in 5G NR

The 5G NR parameters can be accessed by right clicking on a gNB or UE and selecting Interface

Wireless (5G RAN) Properties - Datalink and Physical Layers.

. g9NBPropertes
Interface (5G RAN) — Datalink Layer

The scheduler serves equal portion
to each queue in circular order,
handling all processes without
priority.
Schedules in proportional to the
scheduling metric that depends on
current CQI and averaged rate of the
UEs
Schedules to maximize the total
throughput of the network by giving
scheduling to the UE with the highest
SINR
EWMA  Averaging Rate (a)
determines how important the
current observation is in the
calculation of the EWMA. A lower
alpha discounts older data faster
thereby placing greater relevance on
your more current data.
EWMA(t) = (1 — 1/a) * EWMA(t
-1+ (1/a) *r(t)
0 <1l/a <= 1.
UE Measurement Report It is a time interval between UE
Interval P RO 120 ms - 40960 ms  1oasurement Report
The UE needs to first decode MIB for
it to receive other system
information. MIB is transmitted on
the DL-SCH (logical channel: BCCH)
with a periodicity of 80 ms and
variable  transmission repetition
periodicity within 80 ms.
MIB packets can be seen in the
NetSim packet trace post simulation
under Control Packet type
SIB1 also contains radio resource
RRC SIB Period (ms) Local 160 configuration information that is
common for all UEs. SIBl1 is

Local Round Robin

Scheduling Type Local Proportional Fair

Local Max Throughput

EWMA Averaging Rate Local 1.001 to 10000

RRC MIB Period (ms) Local 80
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PDCP Header Compression

PDCP Discard Delay Timer

PDCP Out of Order Delivery

PDCP T Reordering Timer

RLC T Status Prohibit

RLC T Reassembly

RLC T Poll Retransmit

RLC Poll Byte

RLC Poll PDU

RLC Max Retx Threshold

Handover Interruption time
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Link Global

Link Global

Link Global

Link Global

Link Global

Link Global

Link Global

Link Global

Global

True / False

50/150/300/500/750/

1500

True / False

0-500ms

0-2400ms

0-200ms

5-4000ms

1kB-40mB

p4-p65536
(In multiples of 8)

t1, t2, t3, t4, t6, t8,
16, t32

0-500ms
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transmitted on the DL-SCH (logical
channel: BCCH) with a periodicity of
80 ms and variable transmission
repetition periodicity within 80 ms.
SIB1 is cell-specific

SIB1 packets can be seen in the
NetSim packet trace post simulation
under Control Packet type.

Header compression of IP data flows
using the ROHC protocol,
Compresses all the static and
dynamic fields.

The discard Timer expires for a
PDCP SDU, or the successful
delivery of a PDCP SDU is confirmed
by PDCP status report, the
transmitting PDCP entity shall
discard the PDCP SDU along with
the corresponding PDCP Data PDU.
Complete PDCP PDUs can be
delivered out-of-order from RLC to
PDCP. RLC delivers PDCP PDUs to
PDCP after the PDU reassembling.
This timer is used by the receiving
side of an AM RLC entity and
receiving AM RLC entity in order to
detect loss of RLC PDUs at lower
layer.

This timer is used by the receiving
side of an AM RLC entity in order to
prohibit transmission of a STATUS
PDU.

This timer is used by the receiving
side of an AM RLC entity and
receiving UM RLC entity in order to
detect loss of RLC PDUs at lower
layer. If t-Reassembly is running, t-
Reassembly shall not be started
additionally, i.e. only one t-
Reassembly per RLC entity is
running at a given time.

This is used by the transmitting side
of an AM RLC entity in order to
retransmit a poll.

This parameter is used by the
transmitting side of each AM RLC
entity to trigger poll for every
pollByte bytes.

This parameter is used by the
transmitting side of each AM RLC
entity to trigger a poll for every
pollPDU PDUs.

This parameter is used by the
transmitting side of each AM RLC
entity to limit the number of
retransmissions of an AMD PDU.
The handover process in NetSim is
based on event A3 i.e., the target
signal strength is offset (3 dB) higher
than the source signal strength.
Handover interruption time (HIT) is

o))



Handover Margin

Time to Trigger

HARQ Mode

HARQ Retry Limit

MAX HARQ process count

Max CBG per TB
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Global

Global

Local

Local

Local

Local

0-10dB

0-5120ms

TRUE, FALSE

0-4s

2,4,6,10,12,16

2,4,6,8
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added at the time of handover
command is delivered to the UE.
During this time there is no data
plane traffic flow to the UE from the
source/target.

The handover Margin is the offset in
dB that is used as part of the event
A3 handover process in NetSim.
Handover is triggered when the
target signal strength is offset higher
than the source signal strength

With Time-to-Trigger, the handover
is initiated only if the triggering
requirement is fulfilled for a time
interval specified by Time-to-Trigger
(ms). This parameter can decrease
the number of unnecessary
handovers and effectively avoid
Ping-Pong effects.

3GPP defines 16 valid values for
time-to-trigger (all in milliseconds):
0, 40, 64, 80, 100, 128, 160, 256,
320, 480, 512, 640, 1024, 1280,
2560, and 5120.

Users can enter any value between
0 to 5120 in milliseconds.

Hybrid automatic repeat request
(hybrid ARQ or HARQ) is a
combination of re transmissions and
error correction. The HARQ protocol
runs in the MAC and PHY

layers. In the 5G PHY, a code block
group (CBG) is transmitted over the
air by the transmitter to the receiver.
If the CBG is successfully received
the receiver sends back an ACK,
else if the CBG is received in error
the receiver sends back a NACK
(negative ACK).If the transmitter
receives an ACK, it sends the next
CBG. However, if the transmitter
receives a NACK, it re transmits the
previously transmitted CBG.

Large number packet errors can be
observed in packet trace if HARQ is
turned OFF.

HARQ Retry Limit specifies the
number of retransmissions attempts
that will be made whenever a Code
Block fails due to error.

A HARQ entity is defined for each
gNB-UE pair, separately for Uplink
and Downlink and

for each component carrier. The
HARQ entity handles the HARQ
processes.

Max number of HARQ processes is 8
in 4G

Max number of HARQ processes is
16 in 5G

Each Transport block is split into
Code blocks (CBs) and CBs are
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grouped into Code Block Groups
(CBGs).

A Code Block group can have up to
2/4/6/8 CBs.

NOTE: For detailed information on RLC, please refer RLC (Based on specification 38.322)

Interface (5G_RAN) — Physical Layer

Parameter

Protocol

3GPP series

Frame Duration
(ms)

Sub Frame
Duration (ms)

Subcarrier Number
Per PRB

gNB Height (m)

TX Power (dBm)

Duplexing

CA Type

Ver 13.3

Type

Fixed

Fixed

Fixed

Fixed

Fixed

Local

Local

Local

Local

10ms

1ms

12

1-150m

-40dBm to 50dBm

TDD
FDD

INTER_BAND_CA
INTRA_BAND_CO
NTIGUOUS_CA
INTRA_BAND_NO
NCONTIGUOUS_C
A

Description
LTE NR (New Radio) is the 5G radio access
technology. LTE-NR has the RLC and PDCP
layers similar to LTE and has introduced a new
layer named as SDAP (Service Data Adaptation
Protocol). The frequency band for LTE NR is
separated into two different frequency ranges:
Frequency Range 1 (FR1) which includes sub-
6 GHz, bands, and Frequency Range 2 (FR2)
which includes mmWave bands.
NetSim 5G library is based on the 3GPP 38.xxx
series. Some features in NetSim are per Rel 16
and some others are per Rel 17.
The length of the frame in milliseconds. The
FRAMEDURATION is a non-editable
parameter whose value is fixed at 10 ms.
The length of the frame in milliseconds. The
SUBFRAMEDURATION is a non-editable
parameter whose value is fixed at 1 ms.
The number of Subcarriers per PRB is a non-
editable parameter whose value is fixed at 12.
Height of the gNB in meters. NetSim
implements the 3GPP propagation models in
which the Indoor gNB (placed within a building)
range is 1 to 10 meters, while the Outdoor gNB
range is 1 to 150 meters. NetSim only enforces
the upper limit of 150m for both indoor and
outdoor gNBs.
In NetSim the Tx power range is -40dBm to
50dBm. The default value for Tx power is
23dBm for UEs and 40dBm for gNBs. When
running in MIMO mode the transmit power is
split equally amongst all the MIMO layers. The
number of MIMO layers is Min (Nt, Nr).
Time Division Duplexing: Downlink (DL) and
uplink (DL) transmissions are on the same
frequency band but separated in time.
Depending on the DL:UL ratio, slots are
allocated for DL/UL transmissions.
Frequency Division Duplexing: There are
different frequency bands for UL and for DL.
Hence UL and DL transmissions can occur
simultaneously.
NetSim supports both FDD and TDD bands and
various CA configurations and Operating
bands, for TDD and FDD, in FR1 and FR2 are
available.
In Carrier aggregation (CA) multiple component
carriers (CCs) are combined to usually increase
the bandwidth, and thereby increase the bit
rate. CA combinations are divided into intra-
band (contiguous and non-contiguous) and
inter-band.
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SINGLE_BAND Intra-band contiguous CA configuration refers
CUSTOM_BAND to contiguous carriers aggregated in the same
operating band.
Intra-band non-contiguous CA configuration
refers to non-contiguous carriers aggregated in
the same operating band.
Inter-band CA configuration refers to the
aggregation of component carriers in different
operating bands, where the carriers aggregated
in each band can be contiguous or non-
contiguous.
The single band drop-down options are per TS
38.101-1 for FR1 and 38.101-2 for FR2

CA Configuration Local Depends on CA The drop shows the frequency band options for
Type the user to choose from.

This is a non-editable parameter that shows the

. Depends on CA numper of_ component carriers based on thg CA

CA Count Fixed configuration. CA count would be 1 for Single

Type Band configuration and will be greater than or

equal to 2 for carrier aggregation.
NOTE: For detailed information to Frequency Range (FR1 & FR2), Please, refer PHY Layer

Slot type can be Mixed, Uplink, or Downlink.
Mixed: In Mixed slot type, there will be both
downlink and uplink slots allocated. The DL:UL
ratio will determine how many slots are to be
allocated for downlink and for uplink. The
default value of the DL:UL ratio is 1:1 which can
be then changed by the user. The setting is of
the format x: y where x and y are integers.
Uplink: In uplink slot type, there are only uplink

Mixed : : ;
! slots, and the DL:UL ratio will be fixed by
Slot Type Local Bg}/i\;]nklmk, NetSim as 0:1. Note that uplink applications

running TCP protocol will experience zero
throughputs since there will be no downlink
slots available for ACK transmissions
Downlink: In downlink slot type, there are only
downlink slots and the DL:UL ratio will be fixed
by NetSim as 1:0. Note that downlink
applications running TCP protocol  will
experience zero throughputs since there will be
no uplink slots available for ACK transmissions
The frequency bands for 5G NR is separated
into two frequency ranges. First, is Frequency
Range 1 (FR1) which includes sub-6 GHz,
frequency bands. The other is Frequency
Range 2 (FR2) which includes frequency bands
in the mmWave range.

Frequency Range Local FR1 & FR2 FR1: 410 MHz — 7125 MHz

FR2-1: 24250 MHz — 52600 MHz

FR2-2: 52600 MHz — 71000 MHz

NetSim supports both FR1 and FR2.

This is a non-editable parameter shown by
NetSim based on the CA configuration chosen
by the user.

Represents the ratio in which slots are assigned
to downlink and uplink transmissions. The value
is in the form of a:b::DL:UL. Note that the ratio

DL/UL Ratio Local ab 1:0 or 0:1 might lead to NIL data transmissions
since the initial attachment procedures require
both UL and DL control packet transmissions.

Operating Band Fixed n34, n38, n39, n40, The operating band whose numbering is

n4l, n50, n51, n77, defined by 3GPP.This is a non-editable
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F Low (MHz)

F High (MHz)

Numerology

Channel Bandwidth

(MHz)

PRB Count

Guard Band (KHz)

Subcarrier Spacing

Bandwidth PRB
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Fixed

Fixed

Local

Local

Local

Local

Local

Local

n78, n79, n257,
n258, n259, n260,
n261, n262, n263

2010-4400 MHz

2025-5000 MHz

H=0,1,2, 3,45,
6

5-2000 MHz

11-2112

242.5 - 147040 kHz

15 - 960 kHz

180 - 11520 kHz
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parameter (except for custom band) that is
shown by NetSim based on the CA
configuration chosen by the user.

The lowest frequency of the Uplink/Downlink
operating band. This is a non-editable
parameter (except for custom band) shown by
NetSim based on the CA configuration chosen
by the user

The highest frequency of the Uplink/Downlink
operating band. This is a non-editable
parameter shown by NetSim based on the CA
configuration chosen by the user

Sub carrier spacing is derived from numerology
per the expression Af = 2#* x 15kHz.

Thus,

Numerology = 0 means subcarrier spacing 15
kHz

Numerology = 1 means subcarrier spacing 30
kHz

Numerology = 2 means subcarrier spacing 60
kHz

Numerology = 3 means subcarrier spacing 120
kHz

Numerology = 4 means subcarrier spacing 240
kHz

Numerology = 5 means subcarrier spacing 480
kHz

Numerology = 6 means subcarrier spacing 960
kHz

The bandwidth can vary from 5 MHz to 100
MHz for TDD bands in FR1 frequency range
and 50 MHz to 2000 MHz for TDD bands in FR2
frequency range. The bandwidth is 5MHz to 40
MHz in case of FDD bands.

Unit is MHz

PRB stands for physical resource block. The
PRB count is determined automatically by
NetSim per the other inputs and cannot be
modified by the user.

Guard band is the unused part of the radio
spectrum between radio bands, for the purpose
of preventing interference.

The minimum guard bands are calculated using
the following equation:

(BWChannel x 1000 (kHz) —

NRB xSCS x12) /2 — SCS/2.Unit is kHz.
Subcarrier spacing of kHz, subcarriers are
mapped on the subset/superset of those
for subcarrier spacing of 15kHz in a nested
manner in the frequency domain and the PRB
grids are defined as the subset/superset of the
PRB grid for subcarrier the spacing of 15kHz in
a nested manner in the frequency domain. The
value for Subcarrier Spacing is set to 15 kHz.
Physical Resource Block Bandwidth is the
arrangement of frequencies occupied by the
radio communication signal to carry most of
PRB energy. Unit = kHz

Bandwidth= 180 kHz (u= 0)

Bandwidth= 360 kHz (u= 1)

Bandwidth= 720 kHz (u= 2)
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Local 320, 640
1, 2, 4,8, 16, 32,
Local 64
1000, 500, 250,
Local 125, 62.5, 31.25,
15.63 us
Local Normal

10, 20, 40, 80, 160,
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Bandwidth= 1440 kHz (u= 3)

Bandwidth= 2880 kHz (u= 4)

Bandwidth= 5760 kHz (u= 5)

Bandwidth= 11520 kHz (u= 6)

This represents the number of slots in a frame
and is a non-editable parameter. NetSim
determines the slots per frame, based on the
selected numerology, in the following way
When pu= 0, a subframe has only one slot, and
frame has 10 slots.

When p= 1, a subframe has 2 slots, and a radio
frame has 20 slots.

When p= 2, In this configuration, a subframe
has 4 slots in it, it means a radio frame contains
40 slots in it.

When p= 3, In this configuration, a subframe
has 8 slots in it, it means a radio frame contains
80 slots in it.

When p= 4, In this configuration, a subframe
has 16 slots in it, it means a radio frame
contains 160 slots in it.

When p= 5, In this configuration, a subframe
has 32 slots in it, it means a radio frame
contains 320 slots in it.

When p= 6, In this configuration, a subframe
has 64 slots in it, it means a radio frame
contains 640 slots in it.

This represents the number of slots in a sub-
frame and is a non-editable parameter. NetSim
determines the slots per sub-frame, based on
the selected numerology, in the following way
When u= 0, a subframe has only one slot
When u= 1, a subframe has 2 slots.

When p= 2, In this configuration, a subframe
has 4 slots in it.

When p= 3, In this configuration, a subframe
has 8 slots in it.

When p= 4, In this configuration, a subframe
has 16 slots in it.

When p= 5, In this configuration, a subframe
has 32 slots in it.

When u= 6, In this configuration, a subframe
has 64 slots in it.

Slot duration is a non-editable parameter that
depends on numerology selected.

p= 0, Slot Duration = 1000 ps

p= 1, Slot Duration = 500 ps

p= 2, Slot Duration = 250 ps

p= 3, Slot Duration = 125 us

p= 4, Slot Duration = 62.5 us

p= 5, Slot Duration = 31.25 us

p= 6, Slot Duration = 15.63 us

If the cyclic prefix is set to "normal" then the
number of symbols per slot is 14, if it is set to
"extended" then the number of symbols per slot
is 12. All carriers have the "normal” option while
only certain carriers have the "extended" option.

NOTE: Cyclic Prefix is Extended only for few CA types.

Local 12, 14

Local 0.01-0.99

The number of OFDM symbols within a slot is
14 for all slot configurations.

This represents the fraction of symbols in a slot
used for control signalling. The remaining

Page 19 of 230



Overhead (%) per

UL slot L]
Symbol Duration Local
(ms)

BWP Local
ANTENNA

TX Antenna Count Local
RX Antenna Count Local

PDSCH CONFIG

0.01-0.99

71.43, 35.71,
17.86, 8.93, 4.47,
2.23,1.12

Disable

1,2, 4,8, 16, 32,
64, 128 in gNB
(1,2,4,8,16in
UE)

1,2, 4,8, 16, 32,
64, 128 in gNB
(1,2,4,8,16in
UE)
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fraction is used for data transmission. In NetSim
calculations are done over aggregated PRBs
per the formula given below:

Data PRB available = Total PRB available -
Ceil(Total PRB availablexOverhead Fraction)
DL Fraction range 0.01 to 0.99

Default: 0.14 for FR1, 0.18 for FR2

This represents the fraction of symbols in a slot
used for control signalling. The remaining
fraction is used for data transmission. In NetSim
calculations are done over aggregated PRBs
per the formula given below:

Data PRB available = Total PRB available -
Ceil(Total PRB available * Overhead Fraction)
UL Fraction range 0.01 to 0.99

Default: 0.08 for FR1, 0.10 for FR2

Symbol duration is a non editable paramater
that depends the numerology selected

When u = 0, symbol duration = 71.43 us
When y = 1, symbol duration = 35.71 ps

When y = 2, symbol duration = 17.86 s

When y = 3, symbol duration = 8.93 ys

When y = 4, symbol duration = 4.47 us

When p =5, symbol duration = 2.23 ys

When y = 6, symbol duration =1.12 s

A Bandwidth Part (BWP) is a contiguous set of
physical resource blocks (PRBs) on a given
carrier. These PRBs are selected from a
contiguous subset of the common resource
blocks for given numerology (u). This parameter
is currently reserved for future use. It therefore
currently always set as disabled.

The number of transmit antennas. This
parameter taken effect during MIMO operation;
the number of MIMO layers would be Min
(Nt, Nr), where Nt is the transmit antenna count
at the transmitter and Nr is the receive antenna
count at the receiver. The layer wise gains
depends on the fading model chosen and is
explained in the 5G NR manual, digital
beamforming section.

The number of receive antennas. This
parameter taken effect during MIMO operation;
the number of MIMO layers would be Min
(Nt, Nr), where Nt is the transmit antenna count
at the transmitter and Nr is the receive antenna
count at the receiver. The layer wise gains
depends on the fading model chosen and is
explained in the 5G NR manual, digital
beamforming section.

MCS Table Local

Ver 13.3

QAM64,
QAM256,
QAMG4LOWSE

MCS Table stands for modulation and coding
scheme Table. The selection options are
QAM64, QAM 256, and QAMB4LOWSE.

We recommend users set the same MCS table
for PDSCH and PUSCH. The appropriate CQI
table setting would be as follows:

For QAM64 - Tablel

For QAM256 - Table 2
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X Overhead

Local

XOHO,
XOH6,
XOH12,
XOH18
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For QAM64LOWSE - Table 3

Accounts for overhead from CSI-RS,
CORESET, etc. If the xOverhead in PDSCH-
ServingCeliconfig is not configured (a value
from 0, 6, 12, or 18), NJR? the is set to 0.

PUSCH CONFIG

MCS Table

Transform Precoding

CSIREPORT CONFIG

CQl Table

Local

Local

Local

QAM64,
QAM256,
QAMB4LOWSE

Enable/Disable

Tablel,
Table2,
Table3

MCS Table stands for modulation and coding
scheme Table. The selection options are
QAM®64, QAM 256, and QAM64LOWSE.

We recommend users set the same MCS table
for PDSCH and PUSCH. The appropriate CQI
table setting would be as follows:

For QAM64 - Tablel

For QAM256 - Table 2

For QAM64LOWSE - Table 3

Transform Precoding is the first step to create
DFT-s-OFDM waveform. Transform Precoding
is to spread UL data in a special way to reduce
PAPR (Peak-to-Average Power Ratio) of the
waveform. In terms of mathematics, Transform
Precoding is just a form of DFT(Digital Fourier
Transform).

The CQI indices and their interpretations are
chosen from Table 1 or Table 3 for reporting
CQI based on QPSK, 16QAM, and 64QAM.
The CQI indices and their interpretations are
chosen from Table 2 for reporting CQI based on
QPSK, 16QAM, 64QAM and 256QAM.

This is based on 3GPP Table 5.2.2.1-2, Table
1, Table 2 and Table 3.

Users must set the MCS and CQI tables in the
following combination

QAM64: CQI Table 1

QAM 256: CQI Table 2

QAM 64 LOWSE: CQI Table 3

CHANNEL MODEL

Pathloss Model

Outdoor Scenario

Building Height (m)

Ver 13.3

Local

Local

Local

3GPPTR38.901-
7.4.1

LOG DISTANCE
NONE

Rural Macro
(RMa)
Urban Macro
(UMa)
Urban Micro
(UMi)

5-50m

NetSim computes signal attentuation per the
mean pathloss model. The options currently
available at None, 3GPP based and Log
distance.

There are three types of outdoor scenarios
possible namely: Rural Macro, Urban Macro,
and Urban Micro, as defined in
the 3GPPTR38.900 standard. The propagation
characteristics of these scenarios are provided
in the 5G NR Technology library manual,
section Propagation Models.

Height of building in meters. Range is 5m to
50m.

The building height can be varied in scenarios
where UEs are placed inside the building and
where the pathloss and other parameters are to
be evaluated.

The impact of building height can be seen in
outdoor scenarios per formulas provided in the
5G NR Technology library manual, section
Propagation Models (Per 3GPPTR38.900
Channel Model)
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Street Width (m)

Indoor Scenario

Indoor Office Type

LOS/NLOS Selection

LOS Probability

Shadow Fading Model

Fading and
Beamforming

O2I Building
Penetration Model
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Local

Fixed

Local

Fixed

Local

Local

Local

Local

5-50m

Indoor Office

Mixed-Office
Open-Office

3GPPTR38.901-
Table 7.4.2-1
USER_DEFINED

Oto1l

NONE
3GPPTR38.901

NO_FADING_MIM
O_UNIT_GAIN,
NO_FADING_MIM
O_ARRAY_GAIN,
RAYLEIGH_WITH_
EIGEN_BEAMFOR
MING

None,
Low Loss Model,
High Loss Model,
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Width of the street in meters. Range is 5 to 50
meters.

The impact of street width can be seen
inoutdoor scenarios and will per formulas
provided in the 5G NR Technology library
manual, section Propagation Models (Per
3GPPTR38.900 Channel Model)

This is a scenario where gNB and UE are within
an indoor building

There are two types of Indoor Office (InH):
Mixed-Office, and Open-Office. An indoor
scenarios is defined as one where we have
both gNBs and UEs present within a
building. Path-loss is higher than an Open-
Office scenario.

3GPPTR38.901-Table7.4.2-1

The LOS mode, either Line-of-sight or Non-
Line-of-sight is based on LOS probability
calculated per the TR 38_901_Standard
Table7.4.2-1

User Defined

LOS probability is not per standard but is based
on user input. NetSim will determine whether a
device is in line-of-sight or non-line-of-sight
based on the LOS probability value set by the
user.

LOS Probability defines the LOS mode. If LOS
Probability=1, the LOS mode is set to Line-of-
Sight explicitly and if the LOS Probability=0, the
LOS mode is set to Non-Line-of-Sight explicitly.
For, any value between 0-1 LOS mode is set
per the given probability, by tossing a biased
coin.

Models for signal attenuation due to shadowing.
3GPPTR38.901: 3GPPTR38.901 model is
suitable for a scenario with mobility and
obstructions within the propagation
environment. In this model, the shadowing
value follows a log-normal distribution with a
user specified standard deviation. In general,
this value should be in the range of 5 to 12 dB
depending on the density of obstructions within
the propagation environment.

None: To disable the Shadow fading Model.
RAYLEIGH WITH EIGEN BEAMFORMING:
When fading and beamforming is enabled,
NetSim uses the rich scattering in the channel
to form spatial channels. The number of spatial
channels is equal to the number of layers (in
turn equal to Min (Nt, Nr)). The beamforming
gains in the spatial channel is equal to the eigen
values of the channel covariance (wishart)
matrix.

NO FADING: To disable the fading and
beamforming.

A model for signal attenuation due to Path-loss
combined with fading, shadowing and o2l loss.
The O21 loss is the Outdoor-to-Indoor
penetration loss where the signal attenuates
when it penetrates through structures like
concrete wall, glass, wood etc.
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Low-loss model is applicable to RMa.
High-loss model is applicable to UMa and UMi.
None to disable the O2I loss..
Additional loss model can be set to NONE or
MATLAB. If set to MATLAB then MATLAB will
NONE, be automatically called by NetSim during
MATLAB execution.
Note: NetSim Academic version does not
support MATLAB.
Path loss exponent indicates the rate at which
the path loss increases with distance. The value
Local 2t05 depends on the specific propagation
() environment.
Set any value between 2 to 5.
PL = PLyg, + 10x7 X log (di)
0
PL: is the path loss at the reference distance dO.
Unit; Decibel (dB)
d : is the distance between the transmitter and
Local 1-10m the receiver
dy: is the reference distance defined in the
standard.
See propagation-model.pdf  for more
information
n: is the path loss exponent
A shadowing model is used to represent the
signal attenuation caused by obstructions along
the propagation path. The constant shadowing
model is suitable for the scenarios without
mobility where the obstructions along the
propagation paths remain unchanged.
Log Normal: The lognormal shadowing model is
suitable for a scenario with mobility and
obstructions within the propagation
environment. In this model, the shadowing
value follows a log-normal distribution with a
user specified standard deviation. In general,
this value should be in the range of 5 to 12 dB
depending on the density of obstructions within
the propagation environment.
Standard Deviation Standard deviation for shadowfading is per

(dB) Lol w1203 3GPP TR 38 901 Standard Table7.4.1-1

INTERFERENCE MODEL

DL interference options are No interference,
Graded Distance based Wyner model and
Exact geometric models. If no interference is

Additional Loss Model @ Local

Path Loss Exponent

Reference Distance dO

(m)

NONE,

Shadowing Model Local Log Normal

NO_INTERFEREN

CE : )

. ' hosen then in th INR Iculation h
OIS Sl 2] DI \(;aﬁjsees oftl?s set t; ;er(? W ng?;ﬁ(? t %osrﬁetrii
Interferenshadowing Global CE_BASED WYN . - WY geon

models compute interference. Wyner is an
mce Model ER_MODEL, .
— approximate model used by the research
EXACT_GEOMET . . X :
RIC MODEL community while the geometric model is exact.

Technical details of the two models are
provided in the 5G NR/4G manual.
NO_INTERFEREN

Uplink Interference Global CE, NetSim uses Interference-over-thermal (10T), to
Model INTERFERNEC_O | model co-channel uplink interference..
VER_THERMAL
The Uplink 10T (dB) value is used to compute
loT value (dB) Global 0 to 20 the SINR, and Interference power based on the

following equations:
SINR (dB) = SNR(dB) — IoT(dB)
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The interference power (dBm units), logged in
the radio measurements file will be given as

I (dBm) = 10 X log,, (N x (1077 (dB)—1))
where N is thermal noise and is equal to k x TB.

ERROR MODEL AND MCS SELECTION
NetSim determines the modulation and coding
scheme in 5G and LTE, based on received
SINR, per the following models:
Ideal Shannon Theorem-Based Rate: Spectral
IDEAL_SHANNON  Efficiency is computed as
_THEOREM_BASE Spectral Ef ficiency = log(1 + SINR)
D_RATE, Shannon Rate with Attenuation Factor (a):
SHANNON_RATE_  Spectral Efficiency is computed as
WITH_ATTENUATI Spectral Ef ficiency = a xlog(1 + SINR)
ON_FACTOR Then the 3GPP standards Spectral Efficiency
vs MCS Table is looked up to select the MCS.
This could be the 64QAM table, 256 QAM table,
or the 64QAMLOWSE table depending on what
was chosen by the user.
Attenuation factor («) takes value between 0.5
and 1 with the default value of 0.75.
Block Error Rate Model (BLER) is used to
decide code block and transport block error in
5G and LTE. If set to true then NetSim looks up
the SINR-CBS-MCS vs. BLER tables to decide
on the code block errors rate for the chosen
MCS. Here MCS will be chosen as explained in
the MCS selection section. If OLLA is enabled
then MCS bump up/down will be based on
HARQ ACKs/NACKSs.
The Outer Loop Link Adaptation (OLLA)
technique, if enabled can improve the channel
: quality estimation by adjusting the value of
Outer_loop link Global TRUE SINR by an offset dependent on whether
adaption FALSE . o
previous transmissions were decoded
successfully or not, as captured by Hybrid
Automatic Repeat Request (HARQ) feedback
The OLLA algorithm in NetSim is designed to
converge the transport BLER to the set value of
the target BLER.
Range: 0to 1
Propagation Model: Refer mmWave Propagation Models (Per 3GPPTR38.900 Channel Model) for
technical information.

UE Properties
Interface (5G_RAN) — Physical Layer

UE Height (m) Local 1-225 It is the height of the UE in meters

In NetSim the Tx power range is -40dBm to
50dBm. The default value for Tx power is
23dBm for UEs and 40dBm for gNBs. When
running in MIMO mode the transmit power is
split equally amongst all the MIMO layers. The
number of MIMO layers is Min (Nt, Nr).

MCS Selection Model Global

Attenuation Factor Global | 0.5-1

ZERO_BLER

BLER Model Global g ERENABLE

Target BLER Global | 0-1

TX Power (dBm) Local -40 dBm to 50 dBm

ANTENNA
The number of transmit antennas. This
parameter taken effect during MIMO
TX Antenna Count Local 1,2,4,8,16 operation; the number of MIMO layers would
be Min (Nt, Nr), where Nt is the transmit
antenna count at the transmitter and Nr is the
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receive antenna count at the receiver. The
layer wise gains depend on the fading model
chosen and is explained in the 5G NR manual,
digital beamforming section.

The number of receive antennas. This
parameter taken effect during MIMO
operation; the number of MIMO layers would
be Min (Nt, Nr), where Nt is the transmit
antenna count at the transmitter and Nr is the
receive antenna count at the receiver. The
layer wise gains depend on the fading model
chosen and is explained in the 5G NR manual,
digital beamforming section.

Table 2-1: 5G Config Properties

2.4.1Devices: Click and drop into environment

a. AMF, UPF, and SMF:

Exactly one set of these devices are automatically placed by NetSim into the environment

and connected appropriately to switches.

These devices are part of the 5G core.

These devices which are placed onto the environment cannot be deleted by the user.

b. Add a gNB:

Click the gNB icon on the toolbar and place the

gNB in the grid it will automatically connect

to the L2_Switches connected to the AMF and UPF. The logical connectivity of the different

interfaces (Xn, N1-N2, and N3) are broken out into different physical links.

gNBs can also be placed inside the building based on the network scenario created.

Every gNB should be connected to at least one

c. Add a User Equipment (UE):

UE.

Click the UE icon on the toolbar and place the UE in the grid.

UE’s can also be placed inside the building based on the network scenario created. The

UE’s are always assumed to be connected to one gNB.

A UE can never be connected to more than one gNB, and neither can it be out-of-range of

all gNBs.

d. Add a Router: Click on Router and drop it onto the environment. At least one Router should

be connected to a UPF. A router is not a mandatory requirement.

e. Add a L2 Switch or Access Point: Click the L2 Devices > L2_Switch icon or L2 Devices >

Access_Point icon on the toolbar and place the device in the grid.

f. Add a Wired Node and Wireless Node: Click the Node > Wired_Node icon or Node >

Wireless_Node icon on the toolbar and place the device in the grid.
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g. Add a Building: Click the Building icon on the toolbar and place the building in the grid.

Buildings will have an impact on RF propagation losses if Pathloss_Shadowfading_O2I is
selected

A building occupies a minimum 1 cell on the grid and a maximum size equal to the complete

grid. The default size is 10 cells * 10 cells.

An empty space of 10 cells * 10 cells within the grid is required to place a building.

Two buildings cannot be overlap one another.

The resizing corners of a building includes South and East edges and South-East corner.

The maximum number of buildings supported in NetSim is ten (10)

h. Connect the devices in 5G NR network by using Wired/Wireless Links present in the top

ribbon/toolbar. While connecting gNB and UE, the following connections are allowed:

Outdoor gNB to Outdoor UE.

Outdoor gNB to Indoor UE.

Indoor gNB to Indoor UE.

Connecting Indoor gNB to Outdoor UE is not allowed in NetSim.

Based on gNBs/UEs placed inside or outside of the buildings NetSim automatically chooses

the indoor/outdoor propagation models during simulation.

i. Configure an application as follows:

Click the application icon on the top ribbon/toolbar.
Specify the source and destination devices in the network.

Specify other parameters as per the user requirement.

j. Set the properties of UPF, AMF, SMF, gNB, UE, and other devices as follows:

Right-click an UPF, AMF, and SMF click Properties and modify the interface and layer-wise

properties to your requirement.

Right-click a gNB or UE, click Properties and specify the parameters.

o The TX_Power_per_layer (dBm) parameter (Interface 5G_RAN - Physical_Layer) is

local and if you change this parameter in gNB or UE, manually update the parameter for

the other devices.

o The PDCP_Header_Compression, PDCP_Discard_Delay_Timer,
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and PDCP_Out_of_Order_Delivery parameters (Interface 5G_RAN - DatalLink_Layer)

are local and if you change any of these parameters in gNB or UE, manually update the
parameter for the other devices.

» Right-click an Access_Point, L2_Switch, Wireless_Node or Wired_Node and specify the

parameters.

o The Interface_Wireless > Physical Layer and Interface_Wireless > DatalLink Layer
parameters are local and if you change any of these parameters in Access_Point or

Wireless_Node, manually update the parameter for the other devices.
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3 Model Features

3.1 The 5G Frame Structure

In 5G-NR the physical time and frequency resources correspond to OFDM symbols (time) and
subcarriers (frequency) respectively. The physical radio resources in each frame (or subframes) can
be considered as a resource grid made up of OFDM subcarriers in the frequency domain, and OFDM
symbols in the time domain. The smallest physical resource, known as the resource element (RE),

comprises one subcarrier (frequency) and one OFDM symbol (time).

5G NR supports a flexible OFDM numerology to support diverse spectrum bands/types and
deployment models. The numerology, u, can take values from 0O to 4 and specifies the Sub-Carrier-
Spacing (SCS) as 15 x 2# kHz and a slot length of ziu ms. With u varying from 0 to 4, SCS varies
from 15 to 240 kHz. NetSim supports ¢ = 0, 1, 2 for FR1 and u = 2, 3 for FR2. The setting u = 0

corresponds to the LTE (4G) system configuration.

1 Radio Frame = 10 Sub Frames = 10 ms

120 kHz

1 Sub Frame =1 ms = 8 Slots

1 Sub Carrier

1 Slot = 125 ys and carries 14 OFDM symbols

Figure 3-1: NR Frame Structure when numerology u is setto 3

In the time domain (to support backwards compatibility with LTE) the frame length in 5G NR is set
to 10 ms, and each frame is composed of 10 subframes of 1 ms each. The 1 ms subframe is then
divided into one or more slots in 5G, whereas LTE had exactly two slots in a subframe. The slot

. 1
length depends on the numerology, u, and is equal to 2z Ms. The number of OFDM symbols per slot

is 14 for a configuration using normal cyclic prefix. For extended cyclic prefix, the number of OFDM
symbols per slot is 12. See section 3.9.8.1- Numerologies, for more information.
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In the frequency domain, the number of subcarriers per physical resource block (PRB) is fixed to 12,
and the Sub-Carrier-Spacing (SCS) is 15 x 2* kHz.

Physical Resource Block (PRB): The PRB is the minimum unit of resource allocation in the
frequency domain, i.e., the width of a resource block, 180 kHz. It is a system-level constant. For
example, a PRB can either contain 12 subcarriers of 15 kHz each. As a formula, PRBy ;g =
12 X 15 x 2% kHz.

Resource Block (RB): It is the minimum unit of resource allocation, i.e., 1 PRB by 1 slot. NetSim’s
scheduler performs resource allocation every subframe (TTI, transmission time interval), however,
the granularity of resource allocation is 1 slot in time, i.e., the duration of a resource block, and 1
PRB in frequency. One sub-carrier by one symbol is defined as a resource element.

3.2 Data Transmission Overview

= In NetSim only the DL and UL traffic channels (PDSCH and PUSCH) are modelled. The control
signals and control channels are abstracted; these abstractions are explained is various parts

of this document.

= In TDD operation the UL and DL transmissions are separated in the time-domain over different
frames/subframes/slots/symbols and use the same carrier frequency. In FDD operation UL
and DL transmissions are separated in the frequency domain, with different frequencies used

for UL and for DL transmission.
= Higher layer packets arrive at the RLC buffer for each UE and each gNB.

= Prior to transmission, the MAC scheduler in the gNB determines the allocation of PRBs (PHY
resources) to users. In this module the Transport block size (TBS) (explained in 0) is computed
using the channel quality index (CQI). The CQI is determined by the Adaptive Modulation and
Coding (AMC) function based on the SNR.

= Now, the received SNR is determined from a) large scale pathloss and shadowing calculated
per the 3GPP’s stochastic propagation models, and b) the small-scale fading which leads to
beamforming gains when using MIMOZ. These models provide signal attenuation as an output.
Several parameters are used in the model, including the distance between the transmitter and
the receiver. These computations are executed each associated UE-gNB pair, in DL and UL,
at the start of simulation and again at every mobility event. In calculating SNR, the noise power

is obtained from N = k X T X B.

= Note that the SNR/CQI is not computed/fed-back using reference signals/control channels but
is computed on the data channel (PDSCH and PUSCH). Then it is assumed to be

2 MIMO and beamforming are explained in section 3.9
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instantaneously known to the transmitter and receiver. This assumption is known as perfect
CSIT and CSIR. With perfect CSIT the transmitter can adapt its transmission rate (MCS)
relative to the instantaneous channel state (SNR).

= Based on this SNR the AMC determines a wideband CQI which indicates the highest rate
Modulation and coding scheme (MCS), that it can reliably decode, if the entire system
bandwidth were allocated to that user. The modulation scheme defines the number of bits, that
can be carried by a single RE. Modulation scheme supported by 5G include QPSK (2 bits), 16
QAM (4 bits), 64 QAM (6 bits), and 256 QAM (8 bits). The code rate defines the proportion of
bits transmitted that are useful. It is computed as the ratio of useful bits by total bits that are
transmitted. The modulation order Q,,,, which denotes the number of bits per RE, and the code
rate denoted by R are jointly encoded as modulation and coding scheme (MCS) index. These

values of Q,, and R are then passed to the TBS determination function.

= At each gNB a frame of length 10ms is started. Each frame in turn starts 10 sub frames each

of length 1ms. Each sub frame then starts a certain number of slots based on numerology.

= The PHY layer in NetSim then notifies the MAC about the slot start. The MAC sub layer in turn
seeks a buffer status report from the RLC layer and invokes the MAC scheduler. It then notifies
the RLC of the transmission. The RLC then transmits the transport block to the PHY layer. The
downlink and uplink data channels (PDSCH, PUSCH) receive this transport block as its service

data unit (SDU), which is then processed and transmitted over the radio interface.

3.3 5G NR Stack

————— -, - - -
| | | |
| sDAP  f+—1} | soar |
| | | |
I pocp  |+— | PDCP |
| | | |
| RLC [~} ! RLC |
| | | |
| MAC ~— - MAC |
| | | |
| PHY  [+— ] PHY |
Tp—— ] —— J
UE gNB

Figure 3-2: User Plane Protocol Stack
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Figure 3-3: Control Plane Protocol Stack

3.4 SDAP (Specification: 37.324)

The features in NetSim SDAP are:

= Mapping between a QoS flow and a data radio bearer (DRB) per the new QoS framework

» Marking QoS flow ID (QFI) in both DL and UL packets.

< Application /Service Layer

“NAS” filters
(mapping packets

Mapping flows
|~ 1o DRBs |

%ﬂ*&/ Data packets from applications \ﬂ-& %
v

to QoS flows and apply marking)
EH

PDU session

5G NR New QoS Framework

-

\ Packets marked with “QoS Flow ID”

CN_UP

Figure 3-4: 5G Quality of Services (QoS)

In NetSim the SDAP module’s SetMode function maps the Application QoS Type (which can be set

in NetSim’s GUI) to RLC mode.

\ Application QoS (Set in NetSim GUI) \ RLC Mode Priority
nrtPS, ertPS, rtPS, UGS UM Mode GBR
BE AM Mode Non-GBR

Table 3-1: Mapping of Application QoS to RLC mode in NetSim

In the same function, the logical channel is also set to DTCH which is the dedicated traffic channel.

Next comes the MAC_OUT function. This function determines what the current device is connected

to i.e., if it is a UE, it finds the associated gNB, else if the current device is a gNB it finds the
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associated UEs. The SDAP header is then added which contains the QFI. Recall that the NetSim

5G NR library only supports unicast transmissions (i.e., broadcast/multicast is not supported).

After this is the SendToNetwork function. This function is called when a packet is at MAC-IN at the
receiever. The function creates the Network Event, sets all the Event-Details and sends the packet
to IP layer. And finally, the HandleMacIN function decides whether the packet must be sent to
another interface (if intermediate device) or sent to network layer (if end device). The header is

stripped off.
3.4.15G QoS characteristics

5G Quality of Service (QoS) model is based on QoS Flows. Each QoS flow has a unigue identifier
called QoS Flow ldentifier (QFI). There are two types of flows: Guaranteed Bit Rate (GBR) QoS
Flows and Non-GBR QoS Flows. Every QoS flow has a QoS profile that includes QoS parameters
and QoS characteristics. Applicable parameters depend on GBR or non-GBR flow type. QoS
characteristics are standardized or dynamically configured.

The current NetSim COTS build does not implement 5G QoS. All traffic flowing is categorized as
non-GBR. A framework has been provided for users to modify the underlying code to implement
QoS flow categorization in terms of:

Resource Type (GBR, Delay critical GBR or Non-GBR);
Priority Level.

Packet Delay Budget.

AP w DN PR

Packet Error Rate.

3.5 RLC (Based on specification 38.322)

NetSim RLC entity is based on 3GPP Technical specification 38.322. The RLC layer sits between
PDCP and MAC layer. The RLC has three different modes of operation: TM (Transparent Mode),
UM (Unacknowledged Mode) and AM (Acknowledge mode) as shown in Figure 3-5.
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Figure 3-5: RLC Modes of operation and RLC Entities

A summary of key features of these modes is as follows:

= TM: No RLC Header, Buffering at Tx only, No Segmentation/Reassembly, No feedback (i.e,
No ACK/NACK)

= UM: RLC Header, Buffering at both Tx and Rx, Segmentation/Reassembly, No feedback (i.e.,
No ACK/NACK)

= AM: RLC Header, Buffering at both Tx and Rx, Segmentation/Reassembly, Feedback (i.e.,
ACK/NACK)

Each of these modes can both transmit and receive data. In TM and UM, separate entity is used for

transmission and reception, but in AM a single RLC entity perform both transmission and reception,

NetSim implements all the 7 entities for the RLC that are shown in Figure 3-5. Note that each of

logical channels use a specific RLC mode:
= BCCH, PCCH, CCCH use RLC TM only.
= DCCH use RLC AM only.

= DTCH use RLC UM or AM. (Which mode is used for each DTCH channel, is determined by
RRC message).

The RLC entities provide the RLC service interface to the upper PDCP layer and the MAC service
interface to the lower MAC layer. The RLC entities use the PDCP service interface from the upper

PDCP layer and the MAC service interface from the lower MAC layer.
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LTEMR PDCP.c LTENR PDCP.C
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AM RLC

LTENR RLC AM.c
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Transmission Status Motification Transmission Status Notification

] 1 ]
l LTEMR MAC.C LTENR MALC.C
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Figure 3-6: Implementation Model of PDCP, RLC and MAC entities

The main call at the transmit side RLC is done in the function
fn_NetSim_LTENR_RLC_HandlePDUFromUpperLayer() in the file LTENR_RLC.c

Then the MAC Layer calls the following function in LTENR_RLC.c

UINT fn_NetSim_LTENR_RLC_BufferStatusNotificaton(NETSIM_ID d, NETSIM_ID in, NETSIM_ID
r, NETSIM_ID rin, LTENR_LOGICALCHANNEL logicalChannel) to know the buffer status in order
to do the scheduling

Once the MAC Layer allocates resources it calls the following function in LTENR_RLC.c

void fn_NetSim_LTENR_RLC_ TransmissionStatusNotification(NETSIM _ID d, NETSIM_ID in,
NETSIM_ID r, NETSIM_ID rin, UINT size, LTENR_LOGICALCHANNEL logicalChannel)

UM stands for 'Unacknowledged Mode'. 'Unacknowledged Mode' means 'it does not require any
reception response from the other party'. 'Reception response’ simply mean 'ACK' or 'NACK' from
the other party. (UM mode is similar to TM mode in that it does not require any ACK/NACK from the

other party, but it is different from TM in that it has its own header)

Per the figure below the RLC transmit side (All the RLC UM functionality is available in the file
LTENR_RLC_UM.c in the project LTE_NR).

= Buffers the data and generates RLC Header. This is handled in NetSim by the function void
LTENR_RLC_UM_HandlePDUFromUpperLayer()
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= Segmentation of the RLC SDU and modification RLC Header (Some fields in RLC header may

be changed based on the segmentation status)
= Adds RLC header.

o The above two functionalities are handled in NetSim by the function UINT
LTENR_RLC_UM_SEND_PDU (NETSIM_ID d, NETSIM_ID in,NETSIM_ID r, NETSIM_ID
rin, UINT size, LTENR_LOGICALCHANNEL logicalChannel) which in turn calls the function
static NetSim_PACKET*

LTENR_RLC_UM_FRAGMENT_PACKET (NetSim_PACKET* p, UINT size, UINT sn) and
the function static int LTENR_RLC _UM_ADD_HDR(NetSim_PACKET* p

NOTE: If you compare this in LTE process, it seems that UM RLC does not perform any 'Concatenation’.
According to the following statement from 38.322 v0.1.0, the 'concatenation’ process is moved to MAC layer.
From RAN2 NR#1: Working assumption on no RLC concatenation taken at RAN2#96 is confirmed (i.e.,
concatenation of RLC PDUS is performed in MAC).

The main call at the receive side RLC is done in the function void
fn_NetSim_LTENR_RLC_HandleMACIN() in the file LTENR_RLC.c

The RLC on the receive side:
= Buffers. Here the RLC waits for all the fragments to arrive.

o This is handled in NetSim by the function void LTENR_RLC _UM_RECEIVE_PDU(). If
there is no fragments then call LTENR_CallPDCPIN(); else call
LTENR_RLC_UM_RECEIVE_PDU_WITH_SN();

= Reorders, if required
= Strips the RLC header
=  Reassembles

o The above three functionalities are handled in NetSim by the code in the region #pragma
region RLC_UM_RECEPTIONBUFFER
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Figure 3-7: RLC UM working
NetSim GUI RLC Configurable parameters

The following timers are configured per TS 38.331 [5]:

a. t-PollRetransmit: This timer is used by the transmitting side of an AM RLC entity in order to
retransmit a poll. Default value in NetSim is set to ms5(5 milli seconds). Range is provided in

the GUI dropdown menu.

b. t-Reassembly: This timer is used by the receiving side of an AM RLC entity and receiving UM
RLC entity in order to detect loss of RLC PDUs at lower layer. If t-Reassembly is running, t-
Reassembly shall not be started additionally, i.e., only one t-Reassembly per RLC entity is
running at a given time. Default value in NetSim is set to ms5(5 milli seconds). Range is provided

in the GUI dropdown menu.

c. t-StatusProhibit: This timer is used by the receiving side of an AM RLC entity in order to prohibit
transmission of a STATUS PDU. Default value in NetSim is set to ms5(5 milli seconds). Range
is provided in the GUI dropdown menu. The following parameters are configured per TS 38.331

[5]:

d. maxRetxThreshold: This parameter is used by the transmitting side of each AM RLC entity to
limit the number of retransmissions corresponding to an RLC SDU, including its segments.
Default value in NetSim is set to t1. Range is provided in the GUI dropdown menu.

e. pollPDU: This parameter is used by the transmitting side of each AM RLC entity to trigger a poll
for every pollPDU PDUs. Default value in NetSim is set to p4(PDUs). Range is provided in the

GUI dropdown menu.
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f. pollByte: This parameter is used by the transmitting side of each AM RLC entity to trigger a poll

for every pollByte bytes. Default value in NetSim is set as kB25 (KBytes). Range is provided in

the GUI dropdown menu.
3.6 RLC-AM (Based on specification 38.322)

AM stands for 'Acknowledge Mode'. This means an ACK/NACK is required from the receiver unlike
RLC-UM where no ACK/NACK is required from the receiver. The code for RLC-AM mode is written
in the file LTENR_RLC_AM.c

AM-RLC channel

Generate RLC header
and store in
transmission

buffer

Remove RLC header
Segmentation Retransmission

Modify RLC header buffer

RLC control SDU reassembly

Reception
buffer & HARQ
reordering

Add RLC header

Routing

DTCHDCCH DICHDCCH |

Figure 3-8: RLC AM Working
The functionality of RLC-AM is:

After RLC transmitters does the segmentation/concatenation process, it adds RLC header and then
it creates two identical copies and transmit the one copy of the data out to lower layer (MAC) and

sends another copy to Retransmission buffer.

If the RLC gets Nack or does not get any response from the receiver for a certain period of time, the
RLC PDU in the retransmission buffer gets transmitted again. If the RLC get ACK, the copy of the

packet in retransmission buffer is discarded.

There are four buffers maintained in RLC-AM. There is no size defined in the standard and hence
NetSim implements an infinite buffer (see LTENR_RLC.h and LTENR_RLCBuffer.c for related

code). There are 3 buffers for transmit operations and 1 for receive operation:

1. Transmission buffer: Queues SDUs received from higher layer (PDCP)
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2. Transmitted buffer: Queues SDUs that has been transmitted but for which ACK/NACK has not

yet received.
3. Re-transmission Buffer: Queues RLC SDUs which are considered for retransmission. (i.e. for
which NACK has been received)

4. Reception Buffer: Queues fragments of SDUs (receiver side)
The MAC sub layer then seeks a Buffer Status Report from the RLC.

The entry functions for RLC-AM is defined in section #pragma region RLCAM_OUT. The first
function called is void LTENR_RLCAM_HandlePDUFromUpperLayer()

Here the packet is added to the Transmission Buffer. Then based on the MAC scheduler, the MAC
layer sends a notification to RLC, which in turn sends a packet by first checking the Re Transmission

Buffer followed by the Transmission-Buffer. These functions are also in the same region.

The T_POLLRetransmit determines if a packet needs to be re-transmitted. If RLCAM- Ack is not
received packet is moved from transmitted buffer to retransmission buffer. The codes for
T_POLLRetransmit are in the section #pragma region RLCAM_T_POLLRetransmit.

3.6.1 Transmit Operations

The transmitting side of an AM RLC entity shall prioritize transmission of RLC control PDUs over
AMD PDUs. The transmitting side of an AM RLC entity shall prioritize transmission of AMD PDUs
containing previously transmitted RLC SDUs or RLC SDU segments over transmission of AMD
PDUs containing not previously transmitted RLC SDUs or RLC SDU segments. The transmitting

side of an AM RLC entity shall maintain a transmitting window according to the state variable
TX_Next_Ack as follows:

- a SN falls within the transmitting window if TX_Next Ack <= SN < TX_Next_Ack +
AM_Window_Size;

— a SN falls outside of the transmitting window otherwise.

The transmitting side of an AM RLC entity shall not submit to lower layer any AMD PDU whose SN

falls outside of the transmitting window.
For each RLC SDU received from the upper layer, the AM RLC entity shall:

— associate a SN with the RLC SDU equal to TX_Next and construct an AMD PDU by setting the
SN of the AMD PDU to TX_Next;

— increment TX_Next by one.

When submitting an AMD PDU that contains a segment of an RLC SDU, to lower layer, the

transmitting side of an AM.

RLC entity shall:
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— set the SN of the AMD PDU to the SN of the corresponding RLC SDU.

The transmitting side of an AM RLC entity can receive a positive acknowledgement (confirmation of
successful reception by its peer AM RLC entity) for an RLC SDU by the following:

— STATUS PDU from its peer AM RLC entity.

When receiving a positive acknowledgement for an RLC SDU with SN = x, the transmitting side of
an AM RLC entity shall:

— send an indication to the upper layers of successful delivery of the RLC SDU;

— set TX_Next_Ack equal to the SN of the RLC SDU with the smallest SN, whose SN falls within

the range

TX_Next_Ack < SN < TX_Next and for which a positive acknowledgment has not been received

yet.
3.6.2 Receive Operations

The receiving side of an AM RLC entity shall maintain a receiving window according to the state

variable RX_Next as follows:

— a SN falls within the receiving window if RX_Next < SN < RX_Next + AM_Window_Size;
— a SN falls outside of the receiving window otherwise.

When receiving an AMD PDU from lower layer, the receiving side of an AM RLC entity shall:
— either discard the received AMD PDU or place it in the reception buffer.

— if the received AMD PDU was placed in the reception buffer:

— update state variables, reassemble and deliver RLC SDUs to upper layer and start/stop t-
Reassembly as needed when t-Reassembly expires, the receiving side of an AM RLC entity

shall:
— update state variables and start t-Reassembly as needed.

After submitting an AMD PDU including a poll to lower layer, the transmitting side of an AM RLC
entity shall:

set POLL_SN to the highest SN of the AMD PDU among the AMD PDUs submitted to lower

layer;
— if t-PollRetransmit is not running:
— start t-PolIRetransmit.
— else:

— restart t-PollIRetransmit
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3.6.3Actions when a RLC PDU is received from a lower layer

At the Receive side the functionality is handled in the section #pragma region RLCAM_IN. The entry
function in the receive side is void LTENR_RLC_AM_RECEIVE_PDU(). The receives the AMPDU

and checks if

1. Itis within the receive window.

2. The packet is not already received i.e. not duplicate

If both the conditions are true, the AMPDU is placed in the Reception Buffer and starts the
ReassemblyTimer. If the PDU has a PollIRequest then it starts constructing the StatusPDU. The code
for this is in the section #pragma region RLCAM_STATUSPDU_SEND

3.6.4Reception of a STATUS report

Upon reception of a STATUS report from the receiving RLC AM entity the transmitting side of an AM
RLC entity shall:

— if the STATUS report comprises a positive or negative acknowledgement for the RLC SDU
with sequence number equal to POLL_SN:

— if t-PollRetransmit is running:

— stop and reset t-PollRetransmit
3.7 PDCP (Based on specification 38.322)

The PDCP layer receives a packet (data/control) from the upper layer, executes the PDCP functions

and then transmits it to a lower layer.

PDCP Entity: The PDCP entities are located in the PDCP sublayer. NetSim currently implements
one PDCP entity per UE (users can add more by modifying the code). The same PDCP entity is

associated with both the control and the user plane.
The source code files related to PDCP are:

= LTENR_PDCP.c

= LTENR_PDCP.h

and the primitives are void fn_NetSim_LTENR_PDCP_TransmitPDCPSDU(), to send the PDCP
SDU to a lower layer, and fn_NetSim_LTENR_PDCP_ReceivePDCPSDU()

The PDCP functionality supported (see LTENR_PDCP.c) in NetSim is:
= Transmit PDCP SDU
o Sets the PDCP Sequence Number

o Adds RLC Header.
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o Calls RLC service primitive.

= PDCP Association

o This call back function is invoked when the UE associates/dissociates from a gNB.
= Maintenance of PDCP sequence numbers (to know more check the PDCP entity structure)
= Discard Timer:

o When the discardTimer expires for a PDCP SDU, or the successful delivery of a PDCP SDU
is confirmed by PDCP status report, the transmitting PDCP entity shall discard the PDCP
SDU along with the corresponding PDCP Data PDU.

o Discarding a PDCP SDU already associated with a PDCP SN causes a SN gap in the
transmitted PDCP Data PDUs, which increases PDCP reordering delay in the receiving
PDCP entity.

o NetSim Specific (can be seen in the event trace upon completion of simulation)

e Event Type: TIMER_EVENT
e Sub Event Type: PDCP_DISCARDTIMER

= Transmission Buffer (size is assumed to infinite): This is where PDCP SDU's are stored before
being sent down to a lower layer.

= PDCP Entity: The PDCP Entity structure is defined in LTENR_PDCP.h
= PDCP State variables.
» TREORDERING Timer.

= Receive buffer.
3.8 MAC Layer

3.8.10verview
NetSim 5G NR MAC implements the following features:

= Multiplexing/de-multiplexing of MAC SDUs into/from transport blocks for DL-SCH and UL-SCH
data transfer.

= Buffer status reporting.
=  MAC Scheduler.
3.8.2MAC Scheduler: Introduction

Base stations (QNBs) generally deal with multiple mobile stations UEs, some of which require larger

bandwidths than others and some of which have better connections (signal quality) than others. In
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ideal circumstances the base station has plenty of resources (e.g., bandwidth) and each UE gets the

resources it needs. However, usually resources are limited, and the base station needs some way

of fairly allocating the resources between the UEs.

Consider the downlink of a single gNB 5G cellular system. Several UEs are receiving data from
ongoing transfers, for example, TCP controlled file downloads. Assuming that the bottleneck on the
transfer path for these connections is this gNB to UE wireless access, the downlink per-UE queues
in the gNB will be nonempty. At the beginning of each downlink slot (TTI) the gNB scheduler has to

decide which of the UEs’ waiting data to transmit in that slot.

At each gNB the MAC scheduler decides the PRB allocation, per carrier, per TTI (slot), in the PDSCH
(DL) and in the PUSCH (UL). Control packets such as the buffer status report (BSR) and UL
assignment, are assumed to be sent out of band. The resources for transmission of these control
packets are part of Overhead as defined in 3.9.20.

3.8.3 Round Robin Scheduler

It divides the available PRBs among the active flows, i.e., those logical channels which have a non-

empty RLC queue. The MCS for each user is calculated according to the received CQlIs.
3.8.4 Proportional Fair Scheduler

For data transfers, an important performance measure is long term throughput in bits/second, say,
T;, 1 <i <n, where n is the number of UEs. One approach to designing a scheduler is to evaluate
the goodness of the throughput vector (T, -+, T,,) by a network utility, which is the sum of individual
user utilities. The utility (or, usefulness) of a throughput T,to a user, increases with increasing
throughput, but for large throughputs, increasing throughput further gives diminishing increase in
usefulness. This property is modeled as a nondecreasing concave function of throughput. A common
measure of utility is the log function, i.e., for the throughput vector (Ty, -+, T;,), the utility of throughput

T; to user i is measured as In T;. The network utility is, then, given as

n
211’1 Ti
i=1

A Proportional Fair (PF) scheduler works by scheduling users in slots so that the utility of their long-
term throughputs is maximized. In the 5G setting, the scheduling decisions at the beginning of a TTI
are based on the physical rates that each UE can get in each Resource Block (RB). If we are given
statistical models of these rates, then a nonlinear optimization problem can be formulated and solved
to obtain the schedule. This is not a practical approach, however, and a learning algorithm is desired,
which, based on slot-by-slot CSI measurements, takes scheduling decisions, which lead to PF

optimal throughputs.
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The Proportional Fair Scheduler is such a learning scheduler, that uses the throughputs that users

are expected to get in the next slot, and the average throughputs they have each obtained up to this
slot, to decide which UEs to schedule in the next slot. The practical PF scheme, described below, is
based on information such as a presently available data rate for each user in each RB in the next
slot (obtained by CSI measurements), and an average data rate over an immediately prior

predetermined interval for each user.
3.8.4.1 Implementation

Since NetSim uses a flat fading model, in each slot, each UE achieves the same MCS in every RB
in that slot. In other words, different UEs achieve, possibly, different MCSs, but a single UE has the
same MCS across all RBs in a slot. Under this assumption, it is optimal to schedule the same UE in
every RB in that slot. Since the channel condition can stochastically vary from slot to slot, the MCSs
that the UEs achieve will vary from slot to slot. Under this assumption, the following algorithm is

Proportional Fair optimal.

Let i,j denote generic users and let t be the slot index. A resource block index k is required given
the flat fading assumption. Let M;(t) be the MCS seen by user i at time (slot) t. The channel CQI
(derived from the data channel SINR) is used by the adaptive modulation and coding (AMC) module
to determine the MCS. We denote by S(M, B) the TB size in bits for a given MCS, M, and a given
number of physical resource blocks (PRBs), B. The achievable rate R; (t) in bit/s for user i in slot t

is defined as

Rl(t) — S(Ml ‘St)' 1)

where t is the TTI, i.e., 1 slot duration. At the start of each slot t, the user index i*(t) - selected by
the scheduler - to which required PRBs (per that user's demand) is assigned at time t is determined

as

i R;(t)
0 = argaz (143)

This selection is carried out by the scheduler till all PRBs in slot t are allocated. In the above

expression, T;(t) is the past throughput performance perceived by the user j, and is defined as

1 1 .
10 =(1-2) 5 - D+ 5©

where « is the time constant (in units of slots) of the exponential moving average. NetSim uses a =
50, and Tj(t) is the actual throughput achieved by the user i in the subframe t. If E?j(t) is the number
of PRBs allocated to user j, we finally get

S(M;(t), B;(1))
T

Tt =
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The value of @ can be changed by the user by editing the NetSim’s source code; it cannot be
changed via the GUI. The PF scheduler thus selects a user having the maximum among values
obtained by dividing a present possible data rate by an average data rate during a predetermined

interval at every scheduling time point.
3.8.4.2 Remarks

R1. When there is no channel variation, i.e., each UE achieves the same MCS in every RB in every
slot, then the throughput of the PF scheduler equals that of the round robin scheduler.

R2. The difference between the RR and PF schedulers can be seen when the radio channel varies
stochastically over the slots.

R3. Mobility cases: NetSim pathloss computations do not follow continuous math since it will mean
a potentially infinite number of calculations. These PL calculations are discrete time instants
i.e., every time a UE moves with the UE movement update determined per the update interval
parameter in the Ul or via a mobility file. Let us denote the time difference between updates
as AT. The UE is assumed to instantaneously move to a point P at time T and stay there till
just before time (T + AT). At the moment, (T + AT), the UE instantaneously moves to
point P, ar. Pathloss is computed at (P, T) and then at (Pr,a7, T + AT). Therefore, (and again)
differences between the RR and PF scheduler will be appreciable only if the update interval is
of the order of milli seconds.

3.8.5 Max Throughput Scheduler

The Max Throughput (MT) scheduler aims to maximize the overall throughput of the Base station
(gNB or eNB). It allocates each PRBs to the user that can achieve the maximum achievable rate in
the current TTI. The highest achievable rate is calculated by wideband MCS, that is derived from the
CQI which in-turn is computed from the SINR. The scheduler allocates the required PRBs to this UE
in the current TTI (slot). The calculation of achievable rate similar to what is explained in PF

scheduler.

We denote S(M,B) as the TB size in bits for a given MCS, M, and a given number of physical
resource blocks (PRBs), B. The achievable rate R; (t) in bit/s for user i at slot t is defined as

R = S @D

where t is the TTl i.e., 1 slot duration. At the start of each slot t, the user index i*(t) - selected by
the scheduler - to which required PRBs (per that user's demand) is assigned at time t is determined

as

i*(t) = a}ﬂz‘%?},%x (R]-(t))
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While MT can maximize cell throughput, it cannot provide fairness to the UEs that experience poor

channel condition.

When there are several UEs having the same achievable rate, NetSim implements RR scheduling

amongst these UEs that have the same achievable rate.
3.8.6 Special cases
C1. Carrier aggregation case: the scheduler runs on a per carrier basis.
a. PF Scheduler: T‘j(t) is computed and maintained independently for each carrier.

C2. NSA mode: Traffic is split between 4G and 5G (eNB and gNB) above the MAC. The scheduler
runs independently on the eNB and gNB.

C3. Association and Handover: PF Scheduler: At time of association or handover, say t,, NetSim
sets Tj(t,) =1

C4. Application priorities and heterogenous traffic: In 5G, the types of QoS are

a. GBR, which is transmitted in RLC UM mode. In NetSim, Applications which have UGS

priority set are transmitted in UM mode.

b. Non-GBR, which is transmitted in RLC AM mode. In NetSim, Applications which do not have

UGS priority set are transmitted in AM mode.

c. Control channel traffic, which is transmitted in RLC TM mode. NetSim assume ideal control

plane behaviour and doesn’t model these transmissions.

C5. The MAC scheduler allocates resources on a combined (UM plus AM) RLC requirement. Once
UE wise allocation is complete, RLC would first transmit the UM mode traffic followed by the
AM mode traffic, to that UE. And so on for all UEs.

3.8.7 Log File

The resource allocation and the rank, i.e., (i’—g) computations are logged in the Radio Resource
]

Allocation csv file.
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UE ID

Slot ID = comments  (EEINED

gNB ID

1000,
10005
1000.75
1000.75
1000.75
1000.75

Carrier ID Allocated PRBs

1105 116 -0.590839
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116 -0.597049

a3 1000.75 1001 10 m
116 1000.75 1001 10 64 99380 0.124B
% 1001 1001.25 8 304 0
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116 1001.25 10015 10 64 168974 0.112475 116 -0.609468
2% 10015 [ 0 o
46 10015
46 10015 3 [
116 10015 1001.75 10 64 205246 0.106265 116 0615678

Available PRBs Bits per PRB

LTENR_PRE Log : «
de  TY Accessibitty: Unavaitabie E @om +

Figure 3-9: Radio resource allocation log file showing allocation per carrier per slot between each gNB and

its associated UEs
3.9 PHY Layer

3.9.10verview of the PHY implementation

NetSim is a packet level simulator for simulating the performance of end-to-end applications over
various packet transport technologies. NetSim can scale to simulating networks with 100s of end-
systems, routers, switches, etc. NetSim provides estimates of the statistics of application-level
performance metrics such as throughput, delay, packet-loss, and statistics of network-level
processes such as buffer occupancy, collision probabilities, etc.

To achieve a scalable simulation, that can execute in reasonable time on desktop level computers,
in all networking technologies the details of the physical layer techniques have been abstracted up
to the point that bit-error probabilities can be obtained from which packet error probabilities are
obtained.

Of all the wireless access technologies implemented in NetSim, the most sophisticated is 5G NR, in
which the physical layer utilizes a variety of techniques that go well beyond even 4G LTE. These
include multiple subcarrier bandwidths in the same system, slot lengths that depend on the
subcarrier bandwidth, flexible time-division duplexing, a wide range of constellation sizes and coding
rates, multiuser MIMO-OFDM, etc. Particularly with regard to MIMO-OFDM, with the attendant
channel estimation (the errors therein), and the complexities of signal processing, NetSim has taken
the design decision to replace these by idealized, symbol level models, where the statistics of the
effective stochastic channel gains, and the statistics of the effective stochastic noise and interference
are modelled in an idealized setting. Such models then permit the calculation of the required bit error

rates, and thereby code block error rates, etc.

Overview of the 5G NR PHY:
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5G NR utilizes an implementation of OFDMA, with several different carrier bandwidths, and a

wide range of modulation and coding schemes.

Users would be sharing the same RF bandwidth but would be using different modulation
schemes and thus obtaining different bit rates. As the devices involved in the communication

move around, the radio channel between them also keeps changing.

The received SNR is determined from pathloss calculated per the 3GPP’s stochastic
propagation models. The models provide signal attenuation as an output. Several parameters

are used in the model, including the distance between the transmitter and the receiver.

A CQI is computed for all the symbols in one TB, based on the SNR calculated on the data
channels (DL and UL). The SNR calculation is done at the start of the simulation, then every
UE measurement interval and at every instant a UE moves. In calculating SNR, the noise

power is obtained from N = k X T X B.

Based on the SNR, the Adaptive Modulation and Coding (AMC) functionality determines the
values of Q, the modulation order, and R, the code rate, in the TBS formula. The SNR is

computed on a per UE level for UL and DL.

The transport block size in NetSim is as per the MAC procedure for TBS determination
standardized in TS 38.214 Section 5.1.3.2 (DL) and 6.1.4.2 (UL).

An approximate estimate of the TBS per carrier is.
Ninfo = R xlog, @ X v X n§£’ X Ngympol X Npgg X (1 — OH)

Where R is the code rate, Q is the modulation order, v is the number of MIMO layers, nZ? is
the number of sub carriers per resource block, 75y iS the number of symbols per slot, Npgg

is the number of PRBs and OH is the overheads specified in the standard.

The available PHY resource is shared dynamically between the users, with the resource
allocation being dynamically adjusted per user demands and channel conditions. The MAC
Scheduler determines the data (how much to and from, which UE and gNB) that is to be
transmitted, from the higher layer RLC buffer, in units of Physical Resource Blocks (PRBs). It
is transmitted at a rate determined using R, code rate and @, modulation order of the UE —

gNB channel.

3.9.2Digital Beamforming

For a transmitter (QNB or eNB) with t antennas and a receiver with r antennas, the r x t
channel gain matrix (between every transmit-receive antenna pair) has complex Gaussian
elements. We assume in the standard model that the complex Gaussian elements are
statistically independent across elements, and each element is a circularly symmetric

Gaussian. We denote this matrix by H.
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= For the channel matrix H being defined as above, the Wishart Matrix is defined as follows:

W=HH" r<t¢,
W=HH r>t

Therefore, letting m = min(r,t), W is an m X m nonnegative definite matrix, with eigenvalues
M2 243224, >0= A;,, = = A,.It is these eigenvalues that are used in the

parallel SISO models described below.

= NetSim permits the user to enable or disable a stochastic fading model. Fading is modelled by
the elements of H being time varying, with some coherence time. Such time variation results
in the eigenvalues of W also varying. NetSim models such time variation by letting the user
define a coherence time during which the eigenvalues (fast fading gains) are kept fixed. For
each (r,t) value, NetSim maintains a list of samples of eigenvalues for the corresponding
Wishart matrix. To model fading, a new set of eigenvalues is used by NetSim in successive

coherence times.

= Putting the above discussions together, if fast fading with eigen-beamforming is enabled in
NetSim’s GUI, then the MIMO link is modelled by several SISO channels (see below), with the

symbol level channel gain being derived from the eigenvalues of the Wishart matrix.
BeamFormingGain (dB) = 10log,y(EigenValue)

*= |t must be noted that the eigenvectors are not required as they are only a part of the receive
and transmit signal processing, and NetSim only needs to work with the equivalent symbol-by-

symbol flat fading SISO channels.

= |f fast fading is disabled, NetSim reduces the MIMO transmission to a set of parallel,
independent channels with constant gain, since the Beam forming gain does not change with

time.

= Note that the LOS probability parameter in NetSim is solely used to compute the large scale

pathloss per the 3GPP 38.901 standard. This parameter is not used in the channel rank (MIMO

layers) computations.

Fading and No. of MIMO Beamforming Gain (per layer) and
Beamforming layers Model
. . Unity (O dB).
N;)irf]admg Lol Min (N¢, N,.) A theoretical model useful for
9 benchmarking.
. Max (N¢, N,.)
No fading MIMO array Min (N, N,.) Assumes Matched Filter Precoding (MFP)

gan and Maximal Ratio Combining (MRC)

Eigen values of the Wishart Matrix.
Assumes MFP and MRC

Table 3-2: Determination of (i) No. of MIMO layers and (ii) Gains in each layer using Fading and

Rayleigh with Eigen

Beamforming Al (1)

Beamforming parameters
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3.9.3MIMO (Digital) Beamforming Assumptions in NetSim
NetSim makes the following assumptions to simplify MIMO operations for a packet-simulator:
= QOperation in spatial multiplexing mode only and not in transmit diversity mode.

» The LayerCount = Min (N¢, N,.) where N, is the number of transmit antennas and N,. is equal to

the number of receive antennas.

= The rank of the channel is assumed to be equal to the layer count. NetSim doesn’t perform

any Rank indicator (RI) computations.

= Each layer is reduced to a flat fading SISO channel, i.e., for layer j,1 < j < LayerCount,
Y= [Axtw

where, x; is the symbol transmitted, 4; is the corresponding eigenvalue of the Wishart matrix
obtained as in the previous section, w; is circular symmetric complex Gaussian noise, and y;

is the complex valued baseband received symbol.

= Since the distance between the transmitter and receiver is much larger than the antenna
spacings, a common pathloss is assumed for every layer. The pathloss is modelled, as usual,
using distance dependent pathloss (power law), log normal shadowing, and a statistical model

for fast fading (e.g., Rayleigh fading).

= Then, given the transmit power in the symbol x;, the layer SNR can be obtained directly from
the flat fading SISO equivalent model displayed above.
» |tis assumed that the transmit power is equally split between all Layers transmitted. At a high

SNR, (iterative) water-filling will lead to nearly equal power allocation across all subcarriers

and all layers [1].

= The transmit power (or total radiated power) is not split equally among the antennas. The per-
antenna power depends on the beamforming vector used. For example, if the (eigen)

beamforming vector is [1,0]T in the 2-antenna case, all the power is radiated out of the first

T
antenna. If it is [%\/—17] , then the power is split equally among the antennas ... and so on.

NetSim abstracts out the actual beamforming operation and computes the received SINR

when the beamforming vectors are used.

= Downlink parallel transmission to multiple users is enabled by utilising multiple parallel

resource blocks. Within each resource block, all MIMO layers are transmitted to the same UE.

= UEs receive no interference from other gNBs, and a gNB does not receive interference from

UEs connected to any other gNB.
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= Error free channel: This arises due to the practical fact that the adaptive MCS algorithm

chooses the modulation order and coding scheme based on the SNR, in such a way that the
data is decoded successfully at the receiver with a very high probability.

= The MAC scheduler will assign the subcarriers to the UEs. If required, all available subcarriers

can also be assigned to a single UE.

= The channel is flat across the bandwidth per user. Modeling frequency selective fading within
each user has been avoided to reduce computation time; NetSim already chooses a different
fading gain every coherence time. Hence a further averaging over frequency is not modelled.
Note that scheduler does not allot RBs based on CQI feedback and hence modelling frequency

selectivity is not necessary.

|
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Figure 3-10: An example NetSim output showing SINR vs. time for each MIMO layer, as the UE moves away

from the gNB. The beamforming gain is recalculated every coherence time

In summary, NetSim models the effect of eigen-beamforming in MIMO systems via the eigenvalues
of the gram matrix formed using (random) channel instantiations. These eigenvalues are used to
compute layer-wise SNRs and the corresponding CQI. The CQI values are used by a scheduler to
fix the TBS parameters, and this in turn determines the throughput.

NetSim's power lies in its ability to incorporate the impact of link-level factors (such as beamforming)
on the network-level performance with high precision and computational efficiency. This, in turn,
allows the simulator to scale to 10s of gNBs and 100s of UEs, and yet return performance results in

a short time.
3.9.4 Analog beamforming in the SSB

1. In Analog beamforming, multiple antennas are used to concentrate the radiated power towards
a particular direction (e.g., a part of a sector), thus improving the received SINR and the
probability of detecting the SSB from the gNB (at a UE.)
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2. Analog beamforming and digital beamforming are different as shown in the Table 3-3.

Analog Beamforming Digital Beamforming ‘
Benefit Array gain Spatial Multiplexing/Diversity
Principle Use the antennas to steer the main | Transmit and receive coding to

lobe towards the users in a create parallel channels

particular area (e.g., a sector, and

e.g., using a phased array) Eigen vector based

Directional (Spatial) Channel dependent

Channel independent

Use Case mmWave Low and Mid Band
Short range Medium and long ranges
LOS NLOS

Table 3-3: Difference between Analog and digital beamforming

3. In NetSim, downlink Analog beamforming is implemented only in the control plane, i.e.,
broadcast beams for the SS/PBCH channel. If Analog beamforming is enabled in the Ul then it
will be used in signal strength calculations for purposes of Initial access (association) and
Handovers.
The Analog beam forming gain computed is a wideband estimate.
A certain fraction of the (time-frequency) resources is deducted for control plane operations,
when computing available resources in the PDSCH. This fraction is termed as overheads (OH)
and the fractions are different for DL, UL and for FR1, FR2 as explained in section 3.9:
Beamforming in NetSim. Analog beamforming measurements are assumed to be part of this
overhead.

6. The Initial access and handover decisions are based on received SSB SNR, defined as

RxSignalLevel (dB) + AnalogBFGain(dB)
No X W

SNR =

where N, is the noise spectral density and W is the channel bandwidth. Recall, that rate (MCS
selection) is based on PDSCH SINR.

o Given the directional beamforming and the periodic transmission bursts we assume that SSB
interference from other gNBs to be NIL. The probability of two SSB (directional) beams from
two gNBs arriving at the same time at a UE is low. Even if this were to occur then both beams
would be impacted almost equally by interference and the relative impact is negligible. This
stems from the fact that UEs would see nearly equal powers from each gNB when H/O is

occurring. Hence SNR is used.
o Inthe above formula

RxSignalLevel = gNBTxPower + Pathgain + ShadowFading
7. The gNBTxPower is the transmit power in the SSB. This is different from the per layer transmit
power that NetSim uses in PDSCH transmissions. The SSB power is set equal to the total power

across all layers in the data channel (PDSCH).
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NetSim does not (currently) implement Analog beamforming in the PDSCH or in the PUSCH.
Digital beamforming can be enabled in the PDSCH/PUSCH as explained in section 3.9.

9. Analog beamforming supports both in 5G (gNBs) as well as 4G (eNBs).

3.9.4.1 Assumptions

Al

A2.

A3.

The UE’s optimal receive beam is perfectly aligned to the gNB’s optimal transmit beam. As
shown in the figure below, UE needs to measure RSRP based on the selected best SSB from
serving cell and neighbouring cells, respectively. In the figure, UE measures the SS-RSRP
from SSB with analog beamforming direction 3 from the serving cell, and from SSB from analog
beamforming direction 1 from neighbouring cell. In this example, NetSim assumes beam 3

from s-gNB and beam 1 from neighbor gNB in perfectly aligned with the UE’s receive beams

. — /._:".
Serving cell 3 /'
i /
ey, |
N /A
—_—_ {7,
N W S/ Neighboring cell
y ~ )
\ - . ,
3> /
e __\_\_- /!
. \2 s Y BestSSB
\\
~h
Best 55B
UE

Figure 3-11: UE Measuring RSRP using Beamforming

Based on Al, NetSim computes an upper bound on the average Analog beam forming gain
(dB) as 10log;o(N; X N,.). Here N is the transmit antenna count at the gNBs and N, is the
receive antenna count at the UE.

The beam selection and alignment are assumed to occur instantaneously. There is no time
delay to account for beam-selection, SSB burst periodicity etc. Users requiring such time
delays can attempt modelling it using the Handover interruption time variable available in the
gNB properties. In any case, the beam selection/monitoring of the best beams from both
serving and neighbouring cells are assumed to be occurring in parallel with the other data

processing taking place at the UE.

3.9.4.2 Logging

There is a change in radio measurements data logging in comparison with v13.1.

The column DL/UL is being replaced as "Channel" and will have three types of entries (i) PDSCH
(i) PUSCH and (iii) SSB.
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e PUSCH/PDSCH transmit/receive powers will continue to be logged on a per MIMO layer basis.

e The SSB is transmitted/received as a single stream using all Tx/Rx antennas. Hence this will

have a single value for Tx-power (equal to the gNB Tx-power set in Ul), for Rx-power and for
AnalogBFGain.

3.9.5 Fast fading

For a transmitter (JNB or eNB) with t antennas and a receiver with r antennas, the N, x N, channel
gain matrix (between every transmit-receive antenna pair) on a given subcarrier has complex
Gaussian elements. We assume in the standard model that the complex Gaussian elements are
statistically independent across elements (which is the case the antennas are spread sufficiently far
apart, e.g., of the order of a few wavelengths), and each element is a circularly symmetric Gaussian.

We denote this matrix by H.

In NetSim, Fast-Fading is modeled by the elements of the H-Matrix being time-varying, with some
coherence time. NetSim abstracts out the actual (digital) beamforming operation and computes the
received SINR when the beamforming vectors are used. The MIMO link is modelled by parallel SISO
channels, and the beamforming gain/loss would be equal to Eigenvalues of the Gram matrix of H
(which would also be time-varying). This is the case when the transmitter/receiver use Eigen
beamforming to precode/combine the signals across antennas, respectively. In turn, it assumes the
availability of channel state information at both the transmitter and receiver. In the case where
multiple layers are transmitted to different users, the interference is calculated by considering its
statistics, by assuming that the channels between the base station and the different users to be
independent of each other.

3.9.6 NR Frequency Bands

The definition of frequency ranges is per the table given below Table 3-4.

Frequency range

Corresponding frequency range

designation
FR1 410 MHz — 7125 MHz
FR2-1 24250 MHz - 52600 MHz
FR2 FR2-2 52600 MHz — 71000 MHz

Table 3-4: NR Frequency Bands Ranges
3.9.6.1NRBand -FR 1

The FR1 bands (per 3GPP TS 38.101-1 V15.5.0 (2019-03)) implemented in NetSim are those that

run:

e TDD single band in Duplex mode, namely n34, n38, n39, n40, n41, n50, n51, n77, n78, n79,
n259, n260, n261 and n262 as shown below in Table 3-5.
e FDD Single band in Duplex mode, namely n1, n2, n3, n5, n7, n8, n12, n20, n25, n28, n66, n70,

n71 and n74 as shown below in Table 3-5.
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Downlink (DL) operating

band

BS transmit / UE receive

FoL low — FbL_nigh

nl 1920 MHz — 1980 MHz 2110 MHz — 2170 MHz FDD

n2 1850 MHz — 1910 MHz 1930 MHz — 1990 MHz FDD

n3 1710 MHz — 1785 MHz 1805 MHz — 1880 MHz FDD

nS 824 MHz — 859 MHz 869 MHz — 894 MHz FDD

n7 2500 MHz — 2570 MHz 2620 MHz — 2690 MHz FDD

n8 880 MHz — 915 MHz 925 MHz — 960 MHz FDD
ni2 699 MHz — 716 MHz 729 MHz — 746 MHz FDD
n20 832 MHz — 862 MHz 791 MHz — 821 MHz FDD
n25 1850 MHz — 1915 MHz 1930 MHz — 1995 MHz FDD
n28 703 MHz — 748 MHz 758 MHz — 803 MHz FDD
n34 2010 MHz — 2025 MHz 2010 MHz — 2025 MHz TDD
n38 2570 MHz - 2620 MHz 2570 MHz - 2620 MHz TDD
n39 1880 MHz — 1920 MHz 1880 MHz — 1920 MHz TDD
n40 2300 MHz — 2400 MHz 2300 MHz — 2400 MHz TDD
n41 2496 MHz — 2690 MHz 2496 MHz — 2690 MHz TDD
n50 1432 MHz — 1517 MHz 1432 MHz — 1517 MHz TDD
n51 1427 MHz — 1432 MHz 1427 MHz — 1432 MHz TDD
n66 1710 MHz — 1780 MHz 2110 MHz — 2200 MHz FDD
n70 1695 MHz — 1710 MHz 1995 MHz — 2020 MHz FDD
n71 663 MHz — 698 MHz 617 MHz — 652 MHz FDD
n74 1427 MHz — 1470 MHz 1475 MHz — 1518 MHz FDD
n77 3300 MHz — 4200 MHz 3300 MHz — 4200 MHz TDD
n78 3300 MHz — 3800 MHz 3300 MHz — 3800 MHz TDD
n79 4400 MHz — 5000 MHz 4400 MHz — 5000 MHz TDD
n259 39500 MHz — 43500MHz 39500 MHz — 43500MHz TDD
n260 37000 MHz — 40000MHz 37000 MHz — 40000MHz TDD
n261 27500 MHz — 28350MHz 27500 MHz — 28350MHz TDD
n262 47200 MHz — 48200MHz 47200 MHz — 48200MHz TDD

Table 3-5: NR operating bands in FR1 in NetSim

3.9.6.1.1 Maximum transmission bandwidth configuration

The maximum transmission bandwidth configuration Nge for each UE channel bandwidth and

subcarrier spacing is specified below Table 3-6.

scs| 5 | 10 | 15 | 20 | 25 | 30 | 40 | 50 | 60 | & | 90 | 100

(kH2)
15 25 52 79 106 133 160 216 270 N/A N/A N/A N/A
30 11 24 38 51 65 78 106 133 162 217 245 273
60 N/A 11 18 24 31 38 51 65 79 107 121 135

Table 3-6: Maximum transmission bandwidth configuration NRB

3.9.6.1.2 Minimum guard band and transmission bandwidth configuration

The minimum guardband for each UE channel bandwidth and SCS is specified below Table 3-7.
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SCS 10 15 20 25 30 40 50 60 80 90 100
kHz MHz MHz MHz MHz MHz MHz MHz MHz MHz MHz MHz MHz

2425 | 3125 3825 4525 5225 5925 | 5525 6925 @ N/A N/A N/A N/A
30 505 665 645 805 785 945 905 1045 825 925 885 845
60 N/A | 1010 990 1330 | 1310 & 1290 1610 | 1570 | 1530 | 1450 1410 1370

Table 3-7: Minimum guard band for each UE channel bandwidth and SCS (kHz)

NOTE: The minimum guard bands have been calculated using the following equation:

(BW pnanner X 1000(kHz) — Ngg X SCS X 12) — SCS
2

where Nyg are from Error! Reference source not found.. The minimum guard band of receiving BS SCS 2
40 kHz for each

UE channel bandwidth is specified in Table 3-8.

| SCS (kHz) 100MHz 200 MHz 400 MHz
\ 240 3800 7720 15560

Table 3-8: Minimum guard band (kHz) of SCS 240 kHz from Standards Table 5.3.3-2
3.9.6.2 NRBand-FR 2

The FR2 bands (per 3GPP TS 38.101-2 V15.5.0 (2019-03)) implemented in NetSim as shown below
Table 3-9.

Uplink (UL) operating band

Downlink (DL) operating band

Operatin BS receive BS transmit Duplex
g Band UE transmit UE receive Mode
FuL low — FuL_high FoL 1ow — FbL_nigh
n257 26500 MHz = — | 29500 MHz 26500 MHz — 29500 MHz TDD
n258 24250 MHz - 27500 MHz 24250 MHz —| 27500 MHz TDD
n259 39500 MHz | — | 43500 MHz 39500 MHz — 43500 MHz TDD
n260 37000 MHz — 40000 MHz 37000 MHz —| 40000 MHz TDD
n261 27500 MHz | — | 28350 MHz 27500 MHz — 28350 MHz TDD
n262 47200 MHz - 48200 MHz 47200 MHz —| 48200 MHz TDD
n263 57000 MHz | — | 71000 MHz 57000 MHz — 71000 MHz TDD

Table 3-9: NR operating bands in FR2 in NetSim

3.9.6.2.1 Maximum transmission bandwidth configuration

The maximum transmission bandwidth configuration Nge for each UE channel bandwidth and
subcarrier spacing is specified in Table 3-10.

Nrs Nrs Nrs Nrs Nrs

60 66 132 264 N/A N/A N/A N/A
120 32 66 132 264 N/A N/A N/A
480 N/A N/A N/A 66 124 248 N/A
960 N/A N/A N/A 33 62 124 248

Table 3-10: Maximum transmission bandwidth configuration Nrs from Standards Table 5.3.2-1
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SCS 50 100 200 400 800 1600 2000
(kHz) MHz MHz MHz MHz MHz MHz MHz
60 1210 @ 2450 4930 N/A N/A N/A N/A

120 1900 | 2420 4900 9860 N/A N/A N/A
480 N/A N/A N/A 9680 @ 42640 85520 N/A
960 N/A N/A N/A 9440 | 42400 | 85280 @ 147040

Table 3-11: Minimum guardband for each UE channel bandwidth and SCS (kHz) from Standards Table
5.3.3-1

3.9.7UE channel bandwidth
3.9.7.1 General

All UEs connected to BS (gNB) have the same channel bandwidth. This is a user settable bandwidth
available in the gNB properties. Bandwidth is a single parameter in TDD; in FDD users can set DL
bandwidth and UL bandwidth. It is currently not possible in NetSim to configure different channel

bandwidths to different UEs connected to a BS.

The above is true even in the case of carrier aggregation (CA). All component carriers (CCs) are

assigned to all UEs, and the pooled OFDM resources are shared between the UEs.
3.9.8 Frame structure and physical resources
3.9.8.1 Numerologies

Multiple OFDM numerologies are supported as given by Table 4.2-1 where u and the cyclic prefix
for a bandwidth part are obtained from the higher-layer parameter subcarrierSpacing and

cyclicPrefix, respectively.

0 15 Normal
1 30 Normal
2 60 Normal, Extended
3 120 Normal
4 240 Normal
5 480 Normal
6 960 Normal

Table 3-12: Supported transmission numerologies from Standards Table 4.2-1

3.9.8.2 Frames and subframes

Downlink and uplink transmissions are organized into frames with 7, = 10ms duration, each

consisting of ten subframes of Ty; = 1ms duration. The number of consecutive OFDM symbols per

. subframe,u __ a;slot aySubframe,u
subframe is Ny, = NeymbNsiot :
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3.9.8.3 Slots

Nsubframe,u -1

s Ngot } in increasing

For subcarrier spacing configuration u, slots are numbered nf € {0,

order within a subframe and n’; € {0, o, NITBTOH 1} in increasing order within a frame. There are

N;y‘gfb consecutive OFDM symbols in a slot where Nj'yl?ntb depends on the cyclic prefix as given by
Table 3-13 and Table 3-14 The start of slot n% in a subframe is aligned in time with the start of OFDM

symbol né‘Nf}l,‘I’rfb in the same subframe.

OFDM symbols in a slot can be classified as 'downlink’, 'flexible’, or 'uplink’. Signaling of slot formats
is described in subclause 11.1 of [5, TS 38.213].

In a slot in a downlink frame, the UE shall assume that downlink transmissions only occur in

‘downlink’ or 'flexible’ symbols.
In a slot in an uplink frame, the UE shall only transmit in 'uplink’ or 'flexible’ symbols.

A UE not capable of full-duplex communication among a group of cells is not expected to transmit in
the uplink in one cell within the group of cells earlier than Ng,.14T; after the end of the last received
downlink symbol in the same or different cell within the group of cells where Nr,.14 iS given by Table
3-15.

A UE not capable of full-duplex communication among a group of cells is not expected to receive in
the downlink in one cell within the group of cells earlier than Nr,r,T, after the end of the last

transmitted uplink symbol in the same or different cell within the group of cells where Ny, rx IS given

by Table 3-15.
0 14 10 1
1 14 20 2
2 14 40 4
3 14 80 8
4 14 160 16
5 14 320 32
6 14 640 64

Table 3-13: Number of OFDM symbols per slot, slots per frame, and slots per subframe for normal cyclic
prefix from Standards Table 4.3.2-1.

slot frame,pu subframe,u
K Nsymb N slot N slot

2 12 40 4
Table 3-14: Number of OFDM symbols per slot, slots per frame, and slots per subframe for extended cyclic

prefix from Standards Table 4.3.2-2.

Transition time FR1 FR2
NTx-Rx 25600 13792
NRyetx 25600 @ 13792

Table 3-15: Transition time N_"Rx-Tx" and N_"Tx-Rx" from Standards Table 4.3.2-3
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3.9.8.4 Slot structure in NetSim

We show below the slot structure, in NetSim, for two examples of y =0 and u = 1.

1. If wetake u = 0, the number of slots in a sub frame is 1. The total number of slots, therefore,

in aframeis 1 x 10 = 10. For different DL:UL ratios the slot structures are as follows

Ratio 1:1 Ratio 1:4 Ratio 4:1
Sub Frame ID  Slot Type @ Sub Frame ID Slot Type Sub Frame ID Slot Type
1 uL 1 uL 1 uL
2 DL 2 DL 2 DL
3 UL 3 UL 3 DL
4 DL 4 UL 4 DL
5 uL 5 uL 5 DL
6 DL 6 uL 6 uL
7 uL 7 DL 7 DL
8 DL 8 UL 8 DL
9 UL 9 UL 9 DL
10 DL 10 UL 10 DL

Table 3-16: The Slot structures for different DL:UL ratios when = 0
2. For u =1, the number of slots in a sub frame is 2. The total number of slots, therefore, in a

frame is 2 x 10 = 20. For different DL:UL ratios the slot structures are as follows

‘ Ratio 1:1 Ratio 1:4 Ratio 4:1
Sub Frame ID Slot Type Sub Frame ID Slot Type = Sub Frame ID @ Slot Type
1 UL 1 UL 1 UL
1 DL 1 DL 1 DL
2 UL 2 UL 2 DL
2 DL 2 UL 2 DL
3 UL 3 UL 3 DL
3 DL 3 UL 3 UL
4 UL 4 DL 4 DL
4 DL 4 UL 4 DL
5 UL 5 UL 5 DL
5 DL 5 UL 5 DL
6 UL 6 UL 6 uL
6 DL 6 DL 6 DL
7 UL 7 UL 7 DL
7 DL 7 UL 7 DL
8 UL 8 UL 8 DL
8 DL 8 UL 8 UL
9 UL 9 DL 9 DL
9 DL 9 UL 9 DL
10 UL 10 UL 10 DL
10 DL 10 UL 10 DL

Table 3-17: The Slot structures for different DL:UL ratios when p=1
For a DL/UL mixed configuration, the first slot in NetSim always UL and the second slot is always

DL, and subsequent slots are based on the DL:UL ratio set.
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3.9.9Channel state information

Perfect CSIT and CSIR: The channel matrix H is assumed to be known perfectly and instantaneously
at the transmitter and receiver, respectively. With perfect CSIT the transmitter can adapt its

transmission rate (MCS) relative to the instantaneous channel state (SNR).
3.9.9.1 Channel quality indicator (CQI)

The CQI indices and their interpretations are given in Table 3-18 or Table 3-20 for reporting CQI
based on QPSK, 16QAM and 64QAM. The CQI indices and their interpretations are given in Table
3-19 for reporting CQI based on QPSK, 16QAM, 64QAM and 256QAM.

A CQI is computed for all the symbols in one TB, based on the SNR calculated on the data channels
(DL and UL). The SNR calculation is done at the start of the simulation, then every UE measurement
interval and at every instant a UE moves. In calculating SNR, the noise power is obtained from N =
k X T x B. Based on the SNR, the Adaptive Modulation and Coding (AMC) functionality determines
the values of Q, the modulation order, and R, the code rate, in the TBS formula. The SNR is
computed on a per UE level for UL and DL.

The modulation order and code rate is based on the table chosen by the user. In the GUI users can
select “table1” (corresponding to Table 3-18), “table2” (corresponding to Table 3-19) or “table3”
(corresponding to Table 3-20). Block error probability is currently not implemented in NetSim and

hence is not used for deciding the table.

NetSim does not implement Sub-band Offset. The AMC determines a wideband CQI which indicates
the highest rate Modulation and coding scheme (MCS), that it can reliably decode, if the entire

system bandwidth were allocated to that user.
A combination of modulation scheme and transport block size corresponds to a CQI index if:

— the combination could be signaled for transmission on the PDSCH in the CSI reference
resource according to the Transport Block Size determination described in Subclause 5.1.3.2,

and
— the modulation scheme is indicated by the CQI index, and

— the combination of transport block size and modulation scheme when applied to the reference
resource results in the effective channel code rate which is the closest possible to the code
rate indicated by the CQI index. If more than one combination of transport block size and
modulation scheme results in an effective channel code rate equally close to the code rate
indicated by the CQI index, only the combination with the smallest of such transport block sizes
is relevant.

CQlindex modulation code rate x 1024 Efficienc

0 out of range
1 QPSK 78 0.1523
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2 QPSK 120 0.2344
3 QPSK 193 0.3770
4 QPSK 308 0.6016
5 QPSK 449 0.8770
6 QPSK 602 1.1758
7 16QAM 378 1.4766
8 16QAM 490 1.9141
9 16QAM 616 2.4063
10 64QAM 466 2.7305
11 64QAM 567 3.3223
12 64QAM 666 3.9023
13 64QAM 772 4.5234
14 64QAM 873 5.1152
15 64QAM 948 5.5547

Table 3-18: 4-bit CQI Table 1 from Standards Table 5.2.2.1-2

CQlindex modulation code rate x 1024 Efficiency\

0 out of range
1 QPSK 78 0.1523
2 QPSK 193 0.3770
3 QPSK 449 0.8770
4 16QAM 378 1.4766
5 16QAM 490 1.9141
6 16QAM 616 2.4063
7 64QAM 466 2.7305
8 64QAM 567 3.3223
9 64QAM 666 3.9023
10 64QAM 772 4.5234
11 64QAM 873 5.1152
12 256QAM 711 5.5547
13 256QAM 797 6.2266
14 256QAM 885 6.9141
15 256QAM 948 7.4063
Table 3-19: 4-bit CQI Table 2 from Standards Table 5.2.2.1-3
CQl index modulation code rate x 1024 Efficiency ‘
0 out of range
1 QPSK 30 0.0586
2 QPSK 50 0.0977
3 QPSK 78 0.1523
4 QPSK 120 0.2344
5 QPSK 193 0.3770
6 QPSK 308 0.6016
7 QPSK 449 0.8770
8 QPSK 602 1.1758
9 16QAM 378 1.4766
10 16QAM 490 1.9141
11 16QAM 616 2.4063
12 64QAM 466 2.7305
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13 64QAM 567 3.3223
14 64QAM 666 3.9023
15 64QAM 772 4.5234

Table 3-20: 4-bit CQI Table 3 from Standards Table 5.2.2.1-4

3.9.10 Modulation order, target code rate, and TBS determination

To determine the modulation order, target code rate, and transport block size(s) in the physical
downlink shared channel, the UE shall first.

— determine the modulation order (Q,,,) and target code rate (R)
and second

— the UE shall use the number of layers (v), the total number of allocated PRBs before

rate matching (nprp) to determine to the transport block size based
3.9.10.1 Modulation order and target code rate determination

The user can select from the following MCS tables, for each gNB and associated UEs, from
the GUI:

= QAM64 Table 3-22 (Table 1)
= QAMZ256 Table 3-23 (Table 2)
= QAMG64LowSE Table 3-24 (Table 3)

The UE and gNB then uses this table to determine the modulation order @,, and Code Rate,
R. The selection is based on looking up the MCS for the given spectral efficiency, which is
computed as explained in 3.9.14. Different tables can be chosen for DL (gNB to UE) and for
UL (UE to gNB). The UL table index selection based on transform precoding selection in the
GUl is given Table 3-21.

Transform Precoding MCS Table (PUSCH Config) MCS Table Index

Enabled QAM256 5.1.3.1-2
Enabled QAM64LowSE 6.1.4.1-2
Enabled QAM64 6.1.4.1-1
Disabled QAM256 5131-2
Disabled QAM64LowSE 5131-3
Disabled QAM64 5.1.31-1

Table 3-21: Uplink MCS Table index determination based on transform precoding and MCS table
selection in GUI

MCS Index Modulation Order Target code Rate Spectral
Imcs Qm R x [1024] efficiency

0 2 120 0.2344

1 2 157 0.3066

2 2 193 0.3770

3 2 251 0.4902
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4 2 308 0.6016
5 2 379 0.7402
6 2 449 0.8770
7 2 526 1.0273
8 2 602 1.1758
9 2 679 1.3262
10 4 340 1.3281
11 4 378 1.4766
12 4 434 1.6953
13 4 490 1.9141
14 4 553 2.1602
15 4 616 2.4063
16 4 658 2.5703
17 6 438 2.5664
18 6 466 2.7305
19 6 517 3.0293
20 6 567 3.3223
21 6 616 3.6094
22 6 666 3.9023
23 6 719 4.2129
24 6 772 45234
25 6 822 4.8164
26 6 873 5.1152
27 6 910 5.3320
28 6 948 5.5547
29 2 Reserved

30 4 Reserved

31 6 Reserved

Table 3-22: MCS index table 1 for PDSCH from Standards Table 5.1.3.1-1

MCS Index Modulation Order Target code Spectral
Imcs Qm Rate R x [1024] efficiency
0 2 120 0.2344
1 2 193 0.3770
2 2 308 0.6016
3 2 449 0.8770
4 2 602 1.1758
5 4 378 1.4766
6 4 434 1.6953
7 4 490 1.9141
8 4 553 2.1602
9 4 616 2.4063
10 4 658 2.5703
11 6 466 2.7305
12 6 517 3.0293
13 6 567 3.3223
14 6 616 3.6094
15 6 666 3.9023
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16 6 719 4.2129
17 6 772 4.5234
18 6 822 4.8164
19 6 873 5.1152
20 8 682.5 5.3320
21 8 711 5.5547
22 8 754 5.8906
23 8 797 6.2266
24 8 841 6.5703
25 8 885 6.9141
26 8 916.5 7.1602
27 8 948 7.4063
28 2 Reserved

29 4 Reserved

30 6 Reserved

31 8 Reserved

Table 3-23: MCS index table 2 for PDSCH from Standards Table 5.1.3.1-2
MCS Indlves Modulatiomn Order Target cgg;Rate R x efsf?;c;trr]il

0 2 30 0.0586
1 2 40 0.0781
2 2 50 0.0977
3 2 64 0.1250
4 2 78 0.1523
5 2 99 0.1934
6 2 120 0.2344
7 2 157 0.3066
8 2 193 0.3770
9 2 251 0.4902
10 2 308 0.6016
11 2 379 0.7402
12 2 449 0.8770
13 2 526 1.0273
14 2 602 1.1758
15 4 340 1.3281
16 4 378 1.4766
17 4 434 1.6953
18 4 490 1.9141
19 4 553 2.1602
20 4 616 2.4063
21 6 438 2.5664
22 6 466 2.7305
23 6 517 3.0293
24 6 567 3.3223
25 6 616 3.6094
26 6 666 3.9023
27 6 719 4.2129
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28 6 772 4.5234
29 2 Reserved
30 4 Reserved
31 6 Reserved

Table 3-24: MCS index table 3 for PDSCH from Standards Table 5.1.3.1-3
3.9.11 Transport block size (TBS) determination
The procedure for TBS determination is standardized in TS 38.214 Section 5.1.3.2 (DL) and

6.1.4.2 (UL). The standard specifies the TBS determination through Step 1, Step 2, Step 3,
and Step 4, all which are implemented in NetSim.
NetSim first determines the TBS as specified below:
1. The UE shall first determine the number of Res (Nrg) within the slot.
= A UE first determines the number of REs allocated for PDSCH within a PRB (Ngg) by
Nre = NEB X N3G, — Nffgs — Now®, where NXB = 12 is the number of subcarriers in a
physical resource block, N§§,‘§ﬁb is the number of symbols of the PDSCH allocation within

the slot, NEREs is the number of REs for DM-RS per PRB in the scheduled duration and

NFRB is the overhead configured by higher layer parameter and NsRE is set to 0.

= A UE determines the total number of REs allocated for PDSCH (Ngg)) by Nz =
m1n(156, N}IQE) X nPRBNRE = NﬁE*npRB, where npRBNRE = Ni(E*npRB is the total number
of allocated PRBs for the UE.

2. Intermediate number of information bits (N;,f,) is obtained by Ni,r, = Ngg X R X Qpy X
VTBStemp = Nrg*R*Qm*v.
3. When Ny, < 3824, TBS is determined as follows

= quantized intermediate number of information bits Ny, ¢, = max (24, 2" l%]) where
n= max(3, [logz (Ninfo)J - 6).
= use Table 5.1.3.2-1 find the closest TBS that is not less than Ny, ,.

Index TBS Index TBS Index TBS Index TBS

1 24 31 336 61 1288 91 3624
2 32 32 352 62 1320 92 3752
3 40 33 368 63 1352 93 3824
4 48 34 384 64 1416
5 56 35 408 65 1480
6 64 36 432 66 1544
7 72 37 456 67 1608
8 80 38 480 68 1672
9 88 39 504 69 1736
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10 96 40 528 70 1800
11 104 41 552 71 1864
12 112 42 576 72 1928
13 120 43 608 73 2024
14 128 44 640 74 2088
15 136 45 672 75 2152
16 144 46 704 76 2216
17 152 47 736 77 2280
18 160 48 768 78 2408
19 168 49 808 79 2472
20 176 50 848 80 2536
21 184 51 888 81 2600
22 192 52 928 82 2664
23 208 53 984 83 2728
24 224 54 1032 84 2792
25 240 55 1064 85 2856
26 256 56 1128 86 2976
27 272 57 1160 87 3104
28 288 58 1192 88 3240
29 304 59 1224 89 3368
30 320 60 1256 90 3496

Table 3-25: TBS for N_infieio <3824 from Standards Table 5.1.3.1-4
4. When N;,,r, > 3824, TBS is determined as follows.

= quantized intermediate number of information bits Nl-’nfozmax<3840,2"x

Nhﬁb_24
2n

round( )) where n = |log,(Ninr, — 24)| — 5 and ties in the round function are

broken towards the next largest integer.

- fR<1/,
TBS = 8. c[ mf"”“’] — 24 where C = [ ‘”f"+24]
3816
else
if Nbpo > 8424
TBS = 8. C[ mf”“] — 24 where C = [ mf”“]
8424
else
end if
end if

else if Table 3-23 is used and 28 < Ip¢s < 31.
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3.9.12 HARQ
3.9.12.1 Introduction
We start with a brief and simplistic explanation of the HARQ mechanism.

1. Hybrid automatic repeat request (hybrid ARQ or HARQ) is a combination of
retransmissions and error correction. The HARQ protocol runs in the MAC and PHY
layers.

2. Inthe 5G PHY, a code block group (CBG) is transmitted over the air by the transmitter to
the receiver. If the CBG is successfully received the receiver sends back an ACK, else if
the CBG is received in error the receiver sends back a NACK (negative ACK).

3. If the transmitter receives an ACK, it sends the next CBG. However, if the transmitter
receives a NACK, it retransmits the previously transmitted CBG.

4. In 5G, the incorrectly received CBG is not discarded but stored at the receiver. When the
re-transmitted CBG is received, the two CBGs are combined. This is called Hybrid ARQ
with chase-combining (HARQ-CC).

3.9.12.2 Implementation in NetSim

1. HARQ is implemented in 4G (eNB) and in 5G (gNB) in both downlink and uplink.
2. A HARQ entity is defined for each gNB-UE pair, separately for Uplink and Downlink and

for each component carrier. The HARQ entity handles the HARQ processes.
a. Max number of HARQ processes is 8 in 4G
b. Max number of HARQ processes is 16 in 5G

Each HARQ process transmits one Transport Block (TB) at any time

4. When operating in MIMO, each layer handles a different TB. This means that one TB is
not transmitted across multiple layers.

5. Each TB is split into Code blocks (CBs) and CBs are grouped into Code Block Groups
(CBGs).

6. At the receiver the CBGs are given to a multiplexer which combines the CBGs into a TB.

7. CBGs are always retransmitted at the same MCS as the first transmission. This restriction
comes from the specification of the rate matcher in the 3GPP TS 38.212 standard.
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Tx Rx
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Figure 3-12: We see the HARQ transmission process. The transmitter sends CBG1 which is errored.
Therefore, the receiver sends a NACK. CBGL1 is then retransmitted (transmission attempt 2). The
receiver then soft combines the first and second transmissions, which is successful and hence sends
back an ACK

8. In HARQ-CC, every retransmission contains the same coded bits (information and coding
bits). We abstract soft combining and model it by summing (in linear scale) the SINRs of
transmitted and retransmitted CBGs. The BLER is then looked up for the combined SINR.

9. The New Data Indicator (NDI) flag is set (both in UL and DL) true for transmission of a
new TB.

10. HARQ entity is terminated during handover-triggered de-association from a gNB and re-
created at the new gNB after the handover procedure is completed.

11. HARQ retransmissions have priority over new data transmissions. Within a HARQ
process, new data transmissions are not taken up when retransmission data is in the
queue.

12. HARQ processes are multiplexed in time (slots) in a round robin fashion. For example, if

we had a case with 4 HARQ processes then:

Slot 1 — HARQ Process 1 > Success

Slot 2 — HARQ Process 2 > Success

Slot 3 — HARQ Process 3 > Error

Slot 4 — HARQ Process 4 > Success

Slot 5 — HARQ Process 1 > Success

Slot 6 — HARQ Process 2 > Success

Slot 7 — HARQ Process 3 > Retransmission Success

...and soon
3.9.12.3 Assumptions and limitations

1. The HARQ ACK/NACK is sent out-of-band by the receiver immediately after receipt (4t -
0™%). It is then instantaneously and correctly received at the transmitter. The ACK/NACKs

are not logged.
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2. If DL/UL transmission can occur, then reverse direction (UL/DL respectively) ACK/NACK
will be successful. Specifically, even if the UL data link is in outage, ACK/NACK transmitted
in the UL will be correctly received by the gNB.

3.9.12.4 Transmission flow

1. Packets are either split or combined into transport blocks (TBs) depending on the packet

size and the TB size. It is the TB that needs to be transmitted over the air.

a. Users can set the application layer packet size in NetSim GUI > Application properties.
The packet size at the MAC is the application packet size plus transport layer and IP

layer overheads. Users can obtain the MAC layer packet size from the packet trace.

b. The TB size is determined by the LTE and 5G NR protocol running in the MAC/PHY.
Users can obtain the TB size from the code block log file (explained subsequently in
section 3.9.11)

2. TB are then split to Code blocks (CBs). The code block size calculation and TB
segmentation is explained in section 3.9.13 below.

3. CBs are grouped into code block groups (CBGs).

a. The max number of CBGs per TB can be set in the NetSim GUI (based on RRC
parameter MAX_CBG_PER_TB in the NetSim GUI)

4. TBs are transmitted by transmitting CBGs, which in turn comprises of CBs
BLER is applied upon CBG reception at the receiver
If any CB is in error, the transmitter retransmits the entire CBG to which that CB is a part
of.

7. The receiver then soft combines the first transmission and all subsequent retransmissions

a. Soft combining is modelled by adding their SINRs in the linear scale. For example, if

there were 2 retransmissions, then the combined SINR would be given by
CombinedSINRI* = SINRY* + SINRI* + SINRT*

BLER is applied on the improved (combined) SINR by tossing a biased coin

If any CB is in error, go to step 6, subject to transmit limit of 4 (retransmit limit of 3).
a. The transmit limit is user settable in NetSim, and by default is set to 4.

10. If all CBGs (in a TB) are successful, then at the receiver, the TB is sent up to the RLC
11. Else, the entire TB is dropped
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3.9.12.5 Special cases

1.

If there is a retransmission scheduled in a multi-layer scenario, then the scheduler cannot
retransmit data in one layer and transmit new data in another layer to the same UE. Hence
during retransmissions, the scheduler allows other UEs to use the resources. The reason
is: the next TB can only be sent after receiving a successful ACK or if the current TB is
dropped. Therefore, another TB (to the same UE) cannot be scheduled on the remaining
resources. For example, if Max-throughput scheduling is used, when a CBG is received
in error the NDI flag is false. When the NDI flag is false, the UE is not passed through the
scheduler function; only the CB that needs to be transmitted is Hence remaining PRBs
left - after retransmitting the errored CBG - must be allocated to a not Max-SINR UE. Also
note that, the not Max-SINR UE’s CBGs may also be errored in which case those CBGs
need to be retransmitted. This above complicating factor leads to a break down in the
general belief that Max-throughput scheduler leads to Max-SINR UE getting all throughput
with other UEs getting NIL throughput.

Again, consider a multi-layer scenario with CBG errors in 2 or more layers. How many
PRBs should then be allocated for retransmissions and how many for new data from
different UEs? In such cases NetSim calculates the PRBs required for retransmission as

the max of PRBs required for retransmission in each layer.

3.9.12.6 Logging

A B [ D E F G H | ] K L M N o P o] R S T u v w X [
Time (ms| - |gNBId - |gNBIf - UEId - UEK - Channal- CA - Framald - |Sub - Slotid - Layerld - Processid - Re T TBS - Modulatior - Codel - CBS - |CBS_ - SINR(Combinad - BLE - CBG - CBI - |NDI - Tra -
1 13000.5 10 4 12 1 PDSCH o 1301 1 2 1 1 888 2560AM 1 968 888 43.169552 o 1 1 TRUE «
§ 130005 10 4 12 1 PDSCH o 1301 1 2 2 1 888 2560AM 711 968 288 50511920 0 1 1 TRUE 4
} 130005 10 4 12 1 PDSCH (] 1301 1 2 3 1 888 2560AM 711 968 888 56157132 0 1 1 TRUE 4
13000.5 10 4 12 1 PDSCH o 1301 1 2 4 1 888 2560AM 711 968 888 58955028 0 1 1 TRUE «
130015 10 a 12 1 PUSCH 0 1301 2 2 1 1 838 2560AM m 968 888 51730124 0 1 1 TRUE 4
13003 10 4 12 1 PDSCH o 1301 4 1 1 1 888 2560AM 711 968 888 43160552 0 1 1 TRUE 4
13003 10 4 12 1 PDSCH [ 101 4 1 2 1 888 2560AM 711 968 888 50511929 0 1 1 TRUE 4
I 13003 10 4 12 1 POSCH o 1301 4 1 3 1 888 2560AM 711 968 888 56157132 0 1 1 TRUE [
5 13003 10 4 12 1 PDSCH (] B 4 1 4 1 888 2560AM 711 68 s88 58955028 0 1 1 TRUE 4
1 13005.5 10 4 12 1 PDSCH o 1301 6 2 1 1 80808 2560AM 711 8448 8112 43.169552 o 1 1 TRUE C
Il 130055 10 4 12 1 PDSCH o 1301 & 2 1 1 80808 25604M 711 Bas 8112 43169552 0 1 2 TRUE 4
! 130055 10 4 12 1 PDSCH 0 1301 6 2 1 1 80808 2560AM 711 Ba48 G112 43160552 0 2 1 TRUE 4
13005.5 10 4 12 1 PDSCH [ 1301 6 2 1 1 80808 2560AM 711 B8 8112 43169552 0 2 2 TRUE 4
b 130055 10 4 12 1 PDSCH 0 1301 & 2 1 1 B0B08 2560AM 711 Bass 8112 43169552 0 3 1 TRUE 4
13005.5 10 4 12 1 PDSCH 0 1301 6 2 1 1 80808 2560AM 711 Bu8 8112 43169552 0 4 1 TRUE 4
13005.5 10 4 12 1 PDSCH [ 1301 6 2 1 1 80808 2560AM 711 B#48 8112 43160552 0 5 1 TRUE 4
13005.5 10 4 12 1 PDSCH [ 1301 6 2 1 1 80808 2560AM 711 B8 8112 43169552 0 6 1 TRUE 4
3 130085 10 4 12 1 PDSCH 0 1301 6 2 1 1 80808 25604M 711 8448 8112 43169552 0 7 1 TRUE ¢
) 130055 10 4 12 1 PDSCH 0 1301 6 2 1 1 80808 2560AM 711 BM48 8112 43169552 0 & 1 TRUE 4
) 130055 10 ] 12 1 PDSCH o 1301 6 2 2 1 80808 2560AM 711 saE @112 50511929 0 1 1 TRUE «
1| 130055 10 4 12 1 PDSCH ] 1301 & 2 2 1 80808 25604M 711 Baas 8112 50511929 0 1 2 TRUE 4
13005.5 10 4 12 1 PDSCH 0 1301 6 2 2 1 80808 2560QAM 711 8448 6112 50511928 0 2 1 TRUE 4
I 130055 10 4 12 1 PDSCH o 1301 6 2 2 1 80808 2560AM 711 BM8 812 50511920 0 2 2 TRUE 4
b 130055 10 4 12 1 PDSCH ] 1301 & 2 2 1 80808 2560AM 711 B4 8112 50511929 0 3 1 TRUE 4
13005.5 10 a 12 1 PDSCH 0 1301 6 2 2 1 80808 2560AM 711 8448 8112 50511928 0 4 1 TRUE 4
130055 10 4 12 1 PDSCH o 1301 6 2 2 1 80808 2560AM 711 B8 8112 50511920 0 5 1 TRUE q

Figure 3-13: HARQ log file showing code block transmission. Here CBS_ represents the information

bits within a code block (CBS column).

1. Transmission attempts 1, 2, 3 and 4 are indexed as 0, 1, 2, 3. If the 4th attempt is errored,

the CBG is dropped.

Packet trace only logs “packet” flow, and does not log flow of TBs, CBGs etc. Therefore,
the packet trace logs a packet in the MAC OUT of the transmitter and subsequently if
received successfully at the MAC IN of the receiver. If the packet is errored, it is also

marked in the packet trace.
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3. Note that if a TB is in error than all the packets that were part of the TB will be marked
as error.

4. The transmission/re-transmission of CBs is logged in the Code Block logfile.

5. The remarks column would have messages for HARQ preparation and would be blank

for actual transmissions.

o

TBS is always logged on a per layer basis.

N

CBGID is also on a per layer basis
SINR reported in the CBG log is the post-soft combining SINR.

o

Time (ms] - gNBld |- gNBIf |~ UEld |~ UE |- Channel - | CA - Frameld - Sub - Slotld - Layerld - Processid - |Re 7 TBS | - Modulatior -~ Codel - €8S |- €BS_ |- SINR[Combined - |BLI
160.999 9 4 11 1 0 17 1 2 0 NfA HARQ entity created
160.999 9 4 13 1 0 17 1 2 0 N/A HARQ entity created
160.999 10 4 12 1 0 17 1 2 0 NJA HARQ entity created
160.999 10 4 14 1 0 17 1 2 0 NfA HARQ entity created
161 9 4 11 1 PUSCH 0 17 2 1 0 1 Process number = 1, NDI = True, Transmission number =0
161 9 4 13 1 PUSCH 0 17 2 1 0 1 Process number = 1, NDI = True, Transmission number = 0
161 9 4 1 1 PUSCH 0 17 2 1 0 1 Allocated PRBs for new data = 0
161 9 4 13 1 PUSCH 0 17 2 1 0 1 Allocated PRBs for new data = 0
161 10 4 12 1 PUSCH 0 17 2 1 0 1 Process number = 1, NDI = True, Transmission number = 0
161 10 4 14 1 PUSCH 0 17 2 1 0 1 Process number = 1, NDI = True, Transmission number = 0
161 10 4 12 1 PUSCH 0 17 2 1 0 1 Allocated PRBs for new data =0
161 10 4 14 1 PUSCH 0 17 2 1 0 1 Allocated PRBs for new data = 0
1615 9 4 1 1 PUSCH 0 17 2 2 0 1 Process number = 1, NDI = True, Transmission number =0
161.5 9 4 13 1 PUSCH 0 17 2 2 o 1 Process number = 1, NDI = True, Transmission number = 0
161.5 9 4 1 1 PUSCH 0 17 2 2 0 1 Allocated PRBs for new data = 0
161.5 9 4 13 1 PUSCH o 17 2 2 0 1 Allocated PRBs for new data = 0
161.5 10 4 12 1 PUSCH o 17 2 2 [} 1 Process number = 1, NDI = True, Transmission number = 0
161.5 10 4 14 1 PUSCH 0 17 2 2 0 1 Process number = 1, NDI = True, Transmission number =0
161.5 10 4 12 1 PUSCH 0 17 2 2 0 1 Allocated PRBs for new data =0
161.5 10 4 14 1 PUSCH 0 17 2 2 0 1 Allocated PREBs for new data = 0
162 9 4 1 1 PUSCH 0 17 3 1 0 1 Process number = 1, NDI = True, Transmission number =0
162 9 4 13 1 PUSCH 0 17 3 1 0 1 Process number = 1, NDI = True, Transmission number = 0
162 9 4 1 1 PUSCH 0 17 3 1 0 1 Allocated PRBs for new data = 0
162 9 4 13 1 PUSCH 0 17 3 1 0 1 Allocated PRBs for new data = 0
162 10 4 12 1 PUSCH 0 17 B 1 0 1 Process number = 1, NDI = True, Transmission number =0
162 10 4 14 1 PUSCH 0 17 3 1 0 1 Process number = 1, NDI = True, Transmission number =0

Figure 3-14: HARQ log showing HARQ working via information provided in the Remarks columns

3.9.12.7 HARQ turn off

There are ongoing discussions of abandoning of HARQ for the 1 ms end-to-end latency use
case of URLLC. This decision implies that the code rate had to be lowered such that a single

shot transmission, i.e., no retransmissions and no feedback, achieves the required BLER.

NetSim allows users to turn HARQ OFF via the GUI. Note that the code block log will continue
to be written. Users will notice that errored CBGs are not retransmitted if HARQ is turned OFF.

Since the CB/CBG is in error, that entire TB to which it belongs will be in error.

Users can inspect the packet trace and will see large numbers of packets errors if HARQ is
turned OFF and if the UE is seeing a high BLER.

3.9.13 Segmentation of transport block into code blocks

1. If the transport block size is larger than 3824, a 16-bit CRC is added at the end of the
transport block or 24-bit CRC is added.

2. The transport block is divided into multiple equal size code blocks when the transport
block size exceeds a threshold.

3. For quasi-cyclic low-density parity-check code (QC-LDPC) base graph 1, the threshold is
equal to 8448.
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4. For QC-LDPC base graph 2, the threshold is equal to 3840. In 5G NR, the maximum code
block size number is 8448.

5. An additional 24-bit CRC is added at the end of each code block when there is a
segmentation.
A CBG can have up to 2/4/6/8 CBs.

7. Maximum transport block size - 1,277,992.

LDPC BG 1, CBS Max, (K,,) = 8448, LDPC BG 2, CBS Max, (K,,) = 3840

YES NO LDPC BG=1 CBS=22 x Zc

No

L=0 L =24
c=1 B
C=———
Kcbhb - L
l CBS=10 x Zc
B’ = TBS B  =TBS+CXL
U B’
L» K=7 [

L = Extra CRC bits, ¢ = Number of Code blocks, TBS = Size of Transport block,
K' = Information bits in code block. The base matrix expansion factor Zc is calculated by
selecting minimum Zc in all sets of lifting size tables, such that: K, X Zc > K. K, denotes the

number of information bit columns for the lifting size Zc.
3.9.14 BLER and MCS selection

NetSim GUI allows users set the BLER, via the BLER drop down option. This option has two
settings, and each setting in-turn has different options for MCS selection. Both BLER and MCS
selection are global options and will apply to all gNBs and UEs in both DL and UL in the

network scenario.
1. Zero BLER
= MCS Selection: Ideal Shannon theorem-based rate

e MCS is chosen from the 3GPP (spectral efficiency to MCS) table assuming ideal
Shannon rate whereby
SpectralEf ficiency = log,(1 + SINR)
e Data is transmitted at this MCS with zero BLER
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The spectral efficiency to MCS table is explained in section 3.9.10.1 (Modulation order

and target code rate determination)
MCS Selection: Shannon rate with attenuation factor

MCS is chosen from the 3G (spectral efficiency to MCS) table per the following
expression provided in TR 36.942:

SpectralEfficiency = a X log,(1 + SINR)
a is the attenuation factor and generally 0.5 < a < 1.00. Default: 0.75
Data is transmitted at this MCS with zero BLER.
A more general formula, available in literature, is SprectralEfficiency = a X log,(1 +
B x SINR) with 0 < # < 1. This can be easily programmed in NetSim by modifying the
code to include g and then rebuilding it.

SINR in the above expressions is in linear scale

2. BLER Enable: Within this, users can set outer loop link adaptation (OLLA) to True or False

OLLA False: The MCS is chosen in exactly the same way as described in the Zero
BLER case. Data is, however, transmitted at the chosen MCS, with BLER. The BLER
is looked up from NetSim’s proprietary BLER-MCS-SINR curves.

OLLA True: In this case, the user needs to set a target BLER (t-BLER), for example
10%. Based upon the set t-BLER an initial MCS is "guessed". Subsequently, the MCS
is dynamically adjusted based on an outer-loop link adaptation algorithm that uses
HARQ ACK-NACK messages. Note that the t-BLER is based on initial transmission

and not after a re-transmission.

3.9.15 BLER-MCS-SINR Curves

NetSim has exhaustive SINR-BLER data for various transport block sizes for all MCSs (1, 2,
..., 28) for Base graphs (1, 2) for all three tables (1, 2, 3). The SINR-BLER data was generated

using an in-house proprietary link-level simulation program and the results have been carefully

validated against published literature.
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3.9.16 Outer Loop Link Adaptation (OLLA)

@ ()

HARQ-ACK. ~

Figure 3-15: UE reports CQI based on SINR and the gNB transmits data at an MCS based on CQI
During the downlink AMC process, a user equipment (UE) reports the channel quality indicator
(CQI) of the link to the gNB, as shown in Figure 3-15. This CQI is based on the received
instantaneous signal to interference plus noise ratio (SINR). OLLA is a feedback loop
technique that adjusts the instantaneous SINR value by adding or subtracting an offset, using
positive or negative acknowledgement signals (i.e., ACK or NACK respectively). The offset is
updated continuously based on the Hybrid Automatic Repeat Request (HARQ)
acknowledgement feedback, such that the average Block Error Rate (BLER,) converges to a
predefined target (BLERT)

I
|
| | :
SINR :4 MCS | ILLA ! |
|
: l
| |
| |
|
|

to

CQI

Figure 3-16: MCS selection per inner loop link adaptation (without OLLA)

Rate adaptation has two parts:

= an inner loop adaptation where the SINR measured by the user is used as an anchor

to determine the transmission rate. This transmission rate is fed back, and

= OLLA is used at the base-station to make appropriate corrections to this transmission

rate
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Figure 3-17: MCS selection with OLLA

The OLLA compensation is as follows:
Aorra(k) = Aoppalk — 1) + Ay X e(k) + Agown X (1 — e(k))
Where e(k) s an indicator variable whose value is 0 for ACK and 1 for NAC
Yerr(k,n) = Pk, @) — Dopa(k, m)

All terms in the above expression have units of dB. We can see that a positive value of Ay; ;4
leads to a lower value of y.¢¢, which translates into a pessimistic interpretation of the reported
channel conditions and the selection of a conservative MCS. Conversely, a negative value of
AoLia leads to a higher y.sf, translating into an optimistic interpretation of the channel
conditions and the selection of an aggressive MCS. At the beginning of each radio resource
control (RRC) connection, Ay, ;4 is initialized to a fixed value, A;,;, defined on a cell basis. As
the connection progresses, Ap.ra4iS progressively modified by OLLA based on HARQ
feedback.

When a positive acknowledgment (ACK) is received, Ay, .4 is decreased by Ag,n, @and when

a negative acknowledgment (NACK) is received, Ay;.4 is increased by A,,. The ratio AZ"—W"
up

controls the target BLER that OLLA converges to, and is given by

A .
BLERy = g ~ 290 f A5 Agoum
(1+—”) Aup
Adown

Typical values for A,;,, and Ag4,,,, are 1 dB and 0.1 dB, respectively, to ensure quick recovery

from high BLER situations and smooth convergence to equilibrium. These values yield a target
BLER of 0.1 (10%).

Note that the target BLER is only reached at the end of large activity connections, for which a
large number of ACKs and NACKs are received by the eNB. For these connections, OLLA
reaches steady state and AOLLA fluctuates around the proper value due to random system
errors. In contrast, for small activity connections, convergence is not guaranteed, unless

AOLLA is properly initialized. When A;,,; is too large, y. ¢ is initially far below the actual channel
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conditions. This leads to an excessively conservative selection of the initial MCS and,
therefore, user throughput is below the maximum achievable value. Considering a typical
value of A,,n = 0.1 dB, OLLA needs at least 10 consecutive successful transmissions (i.e.,
10 ms) to compensate for a 1 dB bias in SINR reporting. On the other hand, when A,; is too
small, y.fs is far above the actual channel conditions and a too aggressive MCS is initially
selected. This causes high BLER figures and unnecessary retransmissions, thus lowering the

net user data flow. In both cases, user throughput is negatively affected.

The target BLER for OLLA is at a transport block level and is defined as the ratio of TBs errored
to the TBs transmitted. In the NetSim PHY, TBs are split into code blocks (CBs), which are
sent over the air. CBs are aggregated into code block groups (CBG); the HARQ plus soft
combining operates at a CBG level.

3.9.17 Out of coverage

As explained in the assumptions, NetSim does not model physical control channels or
reference signals. All measurements are made on the physical data channels. The downlink
received SNR is determined from large scale pathloss and shadowing calculated per the
stochastic propagation models in the 3GPPTR38.900 standard, and fast fading calculated
from the H matrix. This SNR calculation is done at the start of the simulation, and then at every
instant a UE moves. It is a single wideband measurement at the center frequency. Interference

from other gNBs is not considered in the SNR calculations.

Out of coverage in NetSim is based on the calculated spectral efficiency of the physical data
channel. Spectral Efficiency is equal to log, (1 +%) A UE is out-of-coverage when this
0

spectral efficiency falls below a threshold. This threshold is the value of the spectral efficiency
of index 1 per 3GPP 38.214 Table 5.2.2.1.-2 for CQI Table 1, or 5.2.2.1.-3 for CQI Table 2, or
5.2.2.1.-4 for CQI Table 3.

The NetSim log would report CQI as 0 whenever this condition occurs. Note that the RRC
connection is not released and NetSim does not currently model Radio Link Failures (RLF). If
the UE’s spectral efficiency, with the same serving gNB again crosses the threshold, data
transmissions can occur. Due to mobility, if the UE’s spectral efficiency from a different gNB,

crosses threshold then handover procedure is initiated.
3.9.18 Carrier Aggregation

In NetSim carrier aggregation (CA) is done in both DL and in the UL. When doing CA, the PHY
layer is separate for each component carrier (CC). Thus, each CC will have a different
pathloss, SINR and TBS. Then the resources of all component carriers (CCs) are pooled at

the MAC, and scheduling is across the pooled resources. However, in practice each UE may
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be assigned resources from a particular CC. Since NetSim doesn’t model frequency selective
channel fading, there is generally negligible difference in network performance between
allotting from a pool vs. allotting from one CC. The exception is when the data demand from
any UE is greater than the capacity of a CC.

NetSim v13.3 GUI by default has options for single band and 2-band carrier aggregation.
Loading all CA options — single band, 2 component carriers (CCs) and more than 2 CCs —

requires the following change to be carried out.

= Go to <NetSim-Install-directory>/docs/xml (for example C:\Program
Files\NetSim\Pro_v13_3\Docs\xml). Here you will find two folders (i) Properties, and (ii)
Properties_5G_All_Carriers. NetSim GUI by default reads from the Properties folder
which has only single band and 2CC CA.

= Rename the Properties folder as say Properties 1CC 2CC and then rename
Properties_5G_All_Carriers as Properties. Once this is done NetSim GUI will read the
new properties folder which support all CA options as explained in the section below.

= The reason for having a separate folder with single band and 2 CC is because loading
the all CA folder takes a long time in NetSim GUI.

3.9.19 CA Configuration Table (based on TR 38 716 01-01 Rel 16 NR)

The Intraband CA configuration is based on TR 38716 01-01 Rel 16 NR. The interband CA
configuration is based on 38 than716 02-00 for 2 bands DL / x bands UL, and TR 38.716 03
01 for 3 bands DL and 1 band UL. Carrier aggregation can be configured in the gNB's Physical

layer properties. Following are the various configuration options that are available:

TDD Bands
CA Configuration Table

. Uplink
. . CA Frequency Uplink Low .
CA Configuration Count CA Type Range (MH2) I-'\;;a:

INTER_BAND_CA

CA_2DL_1UL_n39_n41 2 CAl, CA2 FR1 1880, 2496 ;ggg'
CA_2DL_2UL_n39_n41l 2 CA1, CA2 FR1 1880, 2496 ;’2;8’
CA_2DL_1UL_n41_n79 2 CA1l, CA2 FR1 2496, 4400 gggg’
CA_2DL_2UL_n41_n79 2 CA1, CA2 FR1 2496, 4400 gggg’
CA_2DL_1UL_n40_n41 2 CA1l, CA2 FR1 2300, 2496 gggg’
CA_2DL_2UL_n40_n41 2 CA1, CA2 FR1 2300, 2496 3288’
CA_2DL_1UL_n50_n78 2 CAl, CA2 FR1 1432, 3300 %gég’
CA_2DL_2UL_n50_n78 2 CAl, CA2 FR1 1432, 3300 égég’
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CA_2DL_1UL_n41_n50 2 CAl1,CA2  FR1 2496, 1432 igig
CA_2DL_2UL_n41_n50 2 CA1l,CA2 FR1 2496, 1432 igig
CA_2DL_1UL_n39 n79 2 CAl,CA2 FR1 1880, 4400 éggg
CA_2DL_2UL_n39 n79 2 CA1,CA2 FR1 1880, 4400 2388
CA_2DL_1UL_n40_n78 2 CA1,CA2 FR1 2300, 3300 5383
CA_2DL_2UL_n40_n78 2 CA1,CA2  FR1 2300, 3300 §§88
CA_2DL_1UL_n40_n79 2 CA1,CA2 FR1 2300, 4400 2383
CA_2DL_2UL_n40_n79 2 CA1,CA2  FR1 2300, 4400 2388
CA_2DL_1UL_n77_n258 2 CAl,CA2 FR1,FR2 | 3300, 24250 g%ggb
CA_2DL_2UL_n77_n258 2 CAl,CA2 FR1,FR2 3300, 24250 g%ggb
CA_2DL_1UL_n78 _n258 2 CAl,CA2 FR1,FR2 | 3300, 24250 g?ggb
CA_2DL_2UL_n78 _n258 2 CAl,CA2 FR1,FR2 3300, 24250 33286
CA_2DL_1UL_n79 _n258 2 CA1,CA2  FR1,FR2 4400, 24250 g?ggb
CA_2DL_2UL_n79_n258 2 CA1,CA2 FR1,FR2 4400, 24250 22286
CA_2DL_1UL_n78_n257 2 CAl,CA2  FR1,FR2 | 3300, 26500 33286
CA_2DL_2UL_n78_n257 2 CAl,CA2 FR1,FR2 3300, 26500 33386
CA_2DL_1UL_n41_n260 2 CAl,CA2 FR1,FR2 | 2496, 37000 igggb
CA_2DL_2UL_n41_n260 2 CAl,CA2 FR1,FR2 2496, 37000 igggb
INTRA_BAND_CONTIGUOUS_CA

CA_2DL_n41C_1UL_n41A 2 CAl,CA2 FR1 2496, 2496 3233
CA_2DL_n257G_2UL_n257G 2 CAl,CA2  FR2 26500, 26500 ;ggg%
29500,

CA_3DL_n257H 3UL_n257G 3 R, G2 g AS, 23300, | oy,

_3DL_ _3UL_ CA3 26500

29500

29500,

CA_3DL_n257H 3UL_n257H 3 CAL CA2, rpo 26500, 26500, 5g5

_3DL_| _3UL_ CA3 26500

29500

29500,

CAl, CA2, 26500, 26500, = 29500,

CA_4DL_n257I_4UL_n257G 4 CA3 CAa | FR2 26500 26500 29500
29500

29500,

CAl, CA2, 26500, 26500, = 29500,

CA_4DL_n257_4UL_n257H 4 CaA3 cas | FR2 26500 26500 | 29500
29500

29500,

CAl, CA2, 26500, 26500, = 29500,

CA_4DL_n257I_4UL_n2571 4 CA3 cAs | FR2 26500, 26500 29500
29500
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29500,
CAL CA2, 26500, 26500, | 29500

CA_5DL_n257J 5UL n257G 5 CA3 CA4.  FR2 26500, 26500, 29500,
CA5 26500 29500

29500

29500,

CAL, CA2, 26500, 26500, 29500

CA_5DL_n257J 5UL_n257H 5 CA3 CA4.  FR2 26500, 26500, 29500
CA5 26500 29500

29500

29500,

CAL CA2, 26500, 26500, | 29500

CA_5DL_n257J 5UL n257I 5 CA3 CA4.  FR2 26500, 26500, = 29500,
CAS 26500 29500

29500

29500,

CAL CA2, 26500, 26500, 29500

CA_5DL_n257J 5UL_n257J 5 CA3. CA4  FR2 26500, 26500 29500
CA5 26500 29500

29500

29500,

CAL CA2, 26500, 26500, 33288

CA_6DL_n257K_6UL_n257G 6 CA3 CA4.  FR2 26500, 26500, 50200
CA5. CAG 26500, 26500 | 50200

29500

29500,

CAL, CA2, 26500, 26500, ggggg

CA_6DL_n257K_6UL_n257H 6 CA3. CA4  FR2 26500, 26500, 50000
CA5. CA6 26500, 26500 50200"

29500

29500,

CAL CA2, 26500, 26500, 33288

CA_6DL_n257K_6UL_n257I 6 CA3 CA4.  FR2 26500, 26500, 50200
CA5. CAG 26500, 26500 | 50200

29500

29500,

CAL, CA2, 26500, 26500, ggggg

CA_6DL_n257K_6UL_n257J 6 CA3. CA4  FR2 26500, 26500, 5000
CA5. CA6 26500, 26500 50200

29500

29500,

CAL CA2, 26500, 26500, 33288

CA_6DL_n257K_6UL_n257K 6 CA3 CA4.  FR2 26500, 26500, 50200
CA5. CAG 26500, 26500 | 50200

29500

29500,

CAL, CA2, 26500, 26500, ggggg

CA3. CA4. 26500, 26500 :

CA_7DL_n257L_7UL_n257G 7 oy Cha FR2 P00, say, | 29500,
CA7 26500 220,

29500,

29500

29500

CAL CA2, 26500, 26500, :

CA_7DL_n257L_7UL_n257H 7 hS Cay | FR2 ooy, oea0) ggggg
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CA5. CA6, 26500, 26500, | 29500,
CA7 26500 29500

29500,

29500

29500,

CAL, CA2, 26500, 26500, ggggg

CA3. CA4. 26500, 26500 !

CA_7DL_n257L_7UL_n257I 7 Ay Cha FR2 Sooo0. say. | 29500,
CA7 26500 29500

29500,

29500

29500,

CAL, CA2, 26500, 26500, gggg%

CA3. CA4. 26500, 26500 :

CA_7DL_n257L_7UL n257] 7 Y Che | FR2 Sy, ous0g | 29500,
CA7 26500 29500,

29500,

29500

29500,

CAL, CA2, 26500, 26500, ggggg

CA3. CA4. 26500, 26500 !

CA_7DL_n257L_7UL_n257K 7 Ay Cha FR2 Sooo0. oany. | 29500,
CA7 26500 29500

29500,

29500

29500,

CAL, CA2, 26500, 26500, ggggg

CA3. CA4. 26500, 26500 :

CA_7DL_n257L_7UL_n257L 7 s Cha! FR2 P00, saoy, | 29500,
CA7 26500 29500,

29500,

29500

29500,

29500,

CAL, CA2, 26500, 26500, 29500

CA3. CA4. 26500, 26500 29500

CA_8DL_n257M_8UL_n257G 8 Y Cha FR2 o0, soos. | aamo,
CA7 CA8 26500, 26500 29500

29500,

29500

29500,

29500,

CAL CA2, 26500, 26500, 29500

CA3. CA4. 26500, 26500 29500

CA_8DL_n257M_8UL_n257H 8 Ay Char FR2 a0, sooon. | 2ago
CA7. CA8 26500, 26500 29500

29500,

29500

29500,

29500,

CAL CA2, 26500, 26500, 29500

CA3. CA4. 26500, 26500 29500

CA_8DL_n257M_8UL_n257I 8 Y Cha FR2 0. suoon. | 2a200,
CA7 CA8 26500, 26500 29500

29500,

29500

CAL CA2, 26500, 26500, 29500

CA3. CA4. 26500, 26500 29500

CA_8DL_n257M_8UL_n257J 8 Ay Cha FR2 e, soons. | 2ago
CA7. CA8 26500, 26500 | 29500
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29500,
29500,

29500,

29500

29500,

29500,

CAL, CA2, 26500, 26500, 29500

CA3, CA4. 26500, 26500, 29500

CA_8DL_n257M_8UL_n257K 8 Az cag. | FR2 a0, 26500, | 29500
CA7. CA8 26500, 26500 29500

29500,

29500

29500,

29500,

CAL, CA2, 26500, 26500, = 29500,

CA3, CA4. 26500, 26500, = 29500,

CA_8DL_n257M 8UL n257L 8 Az cng. | FR2 20500, 26500, | 29500
CA7. CA8 26500, 26500 | 29500

29500,

29500

29500,

29500,

CAL, CA2, 26500, 26500, 29500,

CA3, CA4. 26500, 26500, 29500,

CA_8DL_n257M_8UL_n257M 8 Az cag. | FR2 20200, 26500, | 29500
CA7. CA8 26500, 26500 29500,

29500,

29500

27500,

CA_n258B 2 CAL, CA2  FR2 24250, 24250 5730
27500,

CA_n258C 3 gﬁé'CAz’ FR2 22528’24250' 27500,
27500

27500,

CA_n258D 2 CAL CA2  FR2 24250, 24250 5729
27500,

CA_n258E 3 gﬁé'CAz’ FR2 22528’24250' 27500,
27500

27500,

CAL, CA2, 24250, 24250, = 27500

CA_n258F 4 CA3 cAaa | TR2 24250, 24250 27500,
27500

27500,

CA_n258G 2 CAL, CA2  FR2 24250, 24250 5730
27500,

CA_n258H 3 gﬁé'CAz’ FR2 33328’24250’ 27500.
27500

27500,

CAL, CA2, 24250, 24250, 27500,

G nizeil “ CA3 ca4 R2 24250, 24250 27500,
27500

27500,

CAL, CA2, 24250, 24250, = 27500

CA_n258] 5 CA3 CA4  FR2 24250, 24250, | 27500,
CA5 24250 27500,

27500

CA1, CA2, 24250, 24250, g;ggg

CA_n258K 6 CA3 CA4  FR2 24250, 24250, 5720
CA5, CA6 24250, 24250 57>
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27500,
27500

27500,

CAL CA2, 24250, 24250, g;ggg

CA3 CA4. 24250, 24250, :

CA_n258L / CA5 CA6, R2 24250 24250, 27200,
CA7 24250 27500

27500,

27500

27500,

27500

CAL CA2, 24250, 24250, 27500

CA3 CA4. 24250 24250, 27500

Casicl 8 CA5 cA6  TR2 24250, 24250, 27500,
CA7 CAS8 24250, 24250 27500,

27500,

27500

INTRA_BAND_NONCONTIGUOUS_CA

CA_2DL_n41(2A)_1UL_n41A 2 CAL CA2  FR1 2496, 2496 gggg
40000,

CAL CA2, 37000, 37000, = 40000

CA_n260(5A) 5 CA3 CA4.  FR2 37000, 37000, 40000
CA5 37000 40000

40000

40000,

CAL, CA2, 37000, 37000, 28883

CA_n260(6A) 6 CA3. CA4  FR2 37000, 37000, 30000
CA5. CA6 37000,37000 40000

40000

40000,

CAL, CA2, 37000, 37000, 38888

CA3 CA4. 37000, 37000, :

CA_n260(7A) 7 CAY Che | FR2 7000, 57000, | 40000,
CA7 37000 40000

40000,

40000

40000,

40000

CAL CA2, 37000, 37000, 40000,

CA3. CA4. 37000, 37000 40000,

CA_N260(BA) e CA5 CA6, 'R2 37000, 37000, 40000,
CA7. CA8 37000 37000 40000,

40000,

40000

40000,

CAL CA2, 37000, 37000, | 40000,

CA_n260(2D) 4 CA3 CA4 | TR2 37000, 37000 | 40000,
40000

40000,

CAL CA2, 37000, 37000, 40000,

Gl MZERIEZE) “ CA3 CA4 TR2 37000, 37000 40000,
40000

CAL, CA2, 37000, 37000, 38888

CA_n260(3G) 6 CA3. CA4  FR2 37000, 37000, 30000
CAB. CA6 37000, 37000 0000
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40000,
40000

40000,

40000,

CAl, CA2, 37000, 37000, 40000

CA3. CA4. 37000, 37000, 40000

Ch sl . CAs. ca6.  TR2 37000, 37000, 40000,
CA7. CAS 37000, 37000 40000

40000,

40000

40000,

CAL, CA2, 37000, 37000, 38888

CA_n260(2H) 6 CA3.CA4.  FR2 37000, 37000, 40000
CA5. CAG 37000,37000 | 40000

40000

40000,

CAL, CA2, 37000, 37000, 40000,

G s . CA3. caa  FR2 37000, 37000 40000
40000

40000,

CAL, CA2, 37000, 37000, 28888

CA_n260(30) 6 CA3.CA4.  FR2 37000, 37000, 40000
CA5. CAG 37000, 37000 0000

40000

40000,

40000,

CAL, CA2, 37000, 37000, 40000,

CA3. CA4. 37000, 37000, 40000,

G M2 . CA5. CA6  R2 37000, 37000, 40000,
CA7. CAS 37000, 37000 40000,

40000,

40000

40000,

CAL, CA2, 37000, 37000, 28888

CA_n260(2P) 6 CA3.CA4.  FR2 37000, 37000, 30000
CA5. CAG 37000, 37000 40000

40000

40000,

40000,

CAL, CA2, 40000,

CA3. CA4. 37000, 37000, 40000

CA5, CAG. 37000, 37000, 40000,

CA7. CAS. 37000, 37000, 40000,

LA ZETEE) 12 cpo Rz 37000, 37000 40000,
CA10, 37000, 37000, 40000

CALL 37000, 37000 40000

CA12 40000

40000,

40000

40000,

40000,

CAL, CA2, 37000, 37000, 40000

CA3. CA4, 37000, 37000, = 40000

CA_n260(2Q) 8 CA5 CA6  TR2 37000, 37000, 40000,
CA7. CAS 37000, 37000 40000

40000,

40000
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28350,
CAL, CA2, 27500, 27500, ggggg

CA_n261(2H) 6 CA3.CA4. FR?2 27500, 27500, 50500
CA5. CA6 27500, 27500 Sooo

28350

28350,

28350,

CAL, CA2, 27500, 27500, = 28350

CA3, CA4. 27500, 27500, = 28350

CA_n261(2]) 8 CA5 CA6, R2 27500, 27500, = 28350,
CA7. CAS 27500, 27500 | 28350,

28350,

28350

28350,

CAL, CA2, 27500, 27500, 28350,

CAn261(2D)Ln261A & CA3 CAa R2 27500, 27500 28350,
28350

28350,

CAL, CA2, 27500, 27500, = 28350

CA_n261(2G)_n261A 4 CA3 caa R2 27500, 27500 | 28350,
28350

28350,

CAL, CA2, 27500, 27500, ggggg

CA_n261(3G)_n261A 6 CA3.CA4. FR?2 27500, 27500,  Soo20;
CA5, CA6 27500,27500 50220

28350

28350,

28350,

CAL, CA2, 27500, 27500, = 28350

CA3. CA4. 27500, 27500, = 28350

CA_n261(4G)_n261A B CA5 cAB | TR2 27500, 27500, @ 28350,
CA7. CA8 27500, 27500 | 28350

28350,

28350

28350,

CAL, CA2, 27500, 27500, 28350,

CA_n261(20)_n261A 4 CA3 CAa R2 27500 27500 28350,
28350

28350,

28350,

CAL, CA2, 27500, 27500, = 28350

CA3. CA4, 27500, 27500, = 28350

CA_n261(40)_n261A 8 CA5 cas | TR2 27500, 27500, 28350,
CA7. CA8 27500, 27500 | 28350

28350,

28350

28350,

CAL, CA2, 28350,

CA3, CA4. 27500, 27500, 28350,

CA5. CA6. 28350,

27500, 27500,

CA7. CAS. 28350,

oy 27500, 27500,  Sooo

CA_n261(70)_n261A 14 ' FR2 27500, 27500, :
CA10, 28350,

T 27500, 27500,  Sooo

27500, 27500,

CA12, 27500, 27500 28320

CAL3. ! 28350,

CAl4 28350,

28350,
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28350,
28350

28350,

CAL, CA2, 27500, 27500, ggggg

CA_n261(2P)_n261A 6 CA3. CA4  FR2 27500, 27500, 50550

CA5. CA6 27500, 27500 50550

28350

28350,

28350,

CAL, CA2, 27500, 27500, 28350,

CA3. CA4. 27500, 27500 28350,

CA_N261(2Q)_n261A 8 CA5 CA6, 12 27500, 27500, 28350,

CA7 CAS8 27500, 27500 28350,

28350,

28350

SINGLE_BAND

n34 1 CAl FR1 2010 2025
n38 1 CAl FR1 2570 2620
n39 1 CAl FR1 1880 1920
n40 1 CAl FR1 2300 2400
nal 1 CAl FR1 2496 2690
n50 1 CAl FR1 1432 1517
n51 1 CAl FR1 1427 1432
n77 1 CAl FR1 3300 4200
n78 1 CAl FR1 3300 3800
n79 1 CAL FR1 4400 5000

n257 1 CAL FR2 26500 29500
n258 1 CAL FR2 24250 27500

n259 1 CAl FR2 39500 43500
n260 1 CAL FR2 37000 40000

n261 1 CAL FR2 27500 28350
262 1 CAL FR2 47200 48200

n263 1 CAL FR2 57000 71000

FDD Bands

. . CA Frequency F_High
CA Configuration CA Type F _Low (MHz)

INTER_BAND_CA

CA1_UL 1920 1980
CA2_UL 880 915
CA_nlA n8A 2 CA1 DL FR1 2110 2170
CA2_DL 925 960
CA1_UL 1920 1980
CA2_UL 703 748
CA_n1A_n28A 2 caipL | RL 2110 2170
CA2_DL 758 803
CA1_UL 1710 1785
CA2_UL 880 915
CA_n3A_nsA 2 CA1 DL FR1 1805 1880
CA2_DL 925 960
CA1_UL 1710 1785
CA2_UL 703 748
CA_n3A_n28A 2 caipL R 1805 1880
CA2_DL 758 803
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CAL_UL 2500 2570
CA2_UL 703 748
CA_n7A_n28A 2 CAL DL FR1 2620 2690
CA2_DL 758 803
CAL_UL 2500 2570
CA2_UL 1710 1780
CA_n7A_n66A 2 caipL R 2620 2690
CA2_DL 2110 2200
CAL_UL 832 862
CA2_UL 703 748
CA_n20A_n28A 2 CAL DL FR1 o 821
CA2_DL 758 803
CA1_UL 1850 1915
CA2_UL 663 698
CA_n25A_n71A 2 CAL DL FR1 1930 1995
CA2_DL 617 652
CAl_UL 1710 1780
CA2_UL 1695 1710
CA_n 66A_n 70A 2 CAl_DL FR1 2110 2200
CA2_DL 1995 2020
CAL_UL 1710 1780
CA2_UL 1695 1710
CA_n66B_n70A 2 CAL DL FR1 2110 5200
CA2_DL 1995 2020
CAL_UL 1710 1780
CA2_UL 1695 1710
CA_n66(2A)_n70A 2 caipL RL 2110 2200
CA2_DL 1995 2020
CA1_UL 1710 1780
CA2_UL 663 698
CA_n66A_n71A 2 CAL DL FR1 2110 2900
CA2 DL 617 652
CA1_UL 1710 1780
CA2_UL 663 698
CA_n66B_n71A 2 CAL DL FR1 e 2200
CA2_DL 617 652
CAL_UL 1710 1780
CA2_UL 663 698
CA_n66(2A)_n71A 2 caipL @RI 2110 2200
CA2_DL 617 652
CAL_UL 1695 1710
CA2_UL 663 698
CA_n70A_n71A 2 CAL DL FR1 1995 2020
CA2_DL 617 652
CA1_UL 1710 1780
CA2_UL 1695 1710
CA3_UL 663 698
CA_n66A_n70A_n71A 3 CAL DL FR1 2110 2900
CA2_DL 1995 2020
CA3_DL 617 652
CAL_UL 1710 1780
CA2_UL 1695 1710
CA3_UL 663 698
CA_n66B_n70A_n71A 3 CAL DL FR1 105 2200
CA2_DL 1995 2020
CA3_DL 617 652
CA1_UL 1710 1780
CA2_UL 1695 1710
CA_n66(2A)_n70A_n71A 3 CA3 UL FR1 663 698
CA1_DL 2110 2200
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CA2 DL 1995 2020
CA3 DL 617 652
INTRA_BAND_CONTIGUOUS_CA
CAL UL 1920 1980
CA2 UL 1920 1980
CA_niB 2 calpL  TRL 2110 2170
CA2 DL 2110 2170
CAL UL 2500 2570
CA2_UL 2500 2570
AN 2 carpL RL 2620 2690
CA2 DL 2620 2690
CAL UL 1710 1780
CA2_UL 1710 1780
CA_nb6B 2 catpL  RL 2110 2200
CA2 DL 2110 2200
CAL UL 663 698
CA2 UL 663 698
CA_N71B 2 CA1_DL FR1 617 652
CA2 DL 671 652
INTRA_BAND_NONCONTIGUOUS_CA
CAL UL 1710 1782
CA2 UL 1710 1785
CA_n3(2A) 2 carpL RL 1805 1880
CA2 DL 1805 1880
CAL UL 2500 52;8
CA_n7(2A) 2 gﬁi—g:: FR1 gggg 2690
CA2 DL 2620 2690
CAL UL 1850 1915
CA2 UL 1850 1915
CA_Nn25(2A) 2 caLpL RL 1930 1995
CA2 DL 1930 1995
CAL UL 1710 1780
CA2 UL 1710 1780
CA_n66(2A) 2 carpL R 2110 2200
CA2 DL 2110 2200
SINGLE_BAND
nl 1 CAl FR1 1920 1980
n2 1 CAL FR1 1850 1910
n3 1 CAl FR1 1710 1785
n5 1 CAL FR1 824 859
n7 1 CAl FR1 2500 2570
ng 1 CAL FR1 880 915
n12 1 CAl FR1 699 716
n20 1 CA1 FR1 832 862
n25 1 CAl FR1 1850 1915
n28 1 CAL FR1 703 748
N66 1 CAl FR1 1710 1780
n70 1 CAL FR1 1695 1710
n71 1 CAl FR1 663 698
n74 1 CAL FR1 1427 1470

Table 3-26: CA Configuration Table
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0 PHY: Omitted Features

The currently omitted features include:

BLER: NetSim currently assumes an error free channel. While received SNR is
calculated NetSim currently does not further calculate the BLER based on the received
SNR

HARQ

Physical control channels: While calculating the TBS capacity, a fixed overhead is
reduced to account for the control channels. This overhead fraction varies for UL and

DL, across FR1 and FR2, and is provided in the standard.

Detailed antenna models: NetSim currently supports only Omnidirectional antennas. As
yet there are no options to set (i) antenna patterns and (ii) the elevation and azimuth

angles to represent the antenna orientation
Random access procedure
Power control

Uplink interference.

3.10 Supported max data rate

For N

comb

R, the approximate data rate for a given number of aggregated carriers in a band or band

ination is computed as follows.

> (L0 B Gy p Nere H-12 -
data rate(in Mbps) = 10‘62 ( J ) o .f(f).RT(l — 0HY)
j=1

vLayers
s

Where,

v13.3

J is the number of aggregated component carriers in a band or band combination
Ry = 948/1024.

For the j-th Component Carrier, vL(Zl)yers

is the maximum number of supported layers
given by higher layer parameter maxNumberMIMO-LayersPDSCH for downlink and
maximum of higher layer parameters maxNumberMIMO-LayersCB-PUSCH and

maxNumberMIMO-LayersNonCB-PUSCH for uplink.

,(,{) is the maximum supported modulation order given by higher layer parameter
supportedModulationOrderDL ~ for  downlink and higher layer parameter

supportedModulationOrderUL for uplink.
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— fJ is the scaling factor given by higher layer parameter scalingFactor and can take the
values 1, 0.8, 0.75, and 0.4.

— u is the numerology (as defined in TS 38.211 [6]).

— T! is the average OFDM symbol duration in a subframe for numerology y, i.e., Ts“ =

1073
142K

— Note that normal cyclic prefix is assumed, which has 14 ODFM symbols per slot or

14 x 2# symbols per millisecond.

—  NJ¥UHis the maximum Resource Block allocation in bandwidth BW U) with numerology

u as defined in 5.3 TS 38.101-1 [2] and 5.3 TS 38.101-2 [3], where BWY) is the UE
supported maximum bandwidth in the given band or band combination. The number of
subcarriers per physical resource block (PRB) is fixed to 12.

— 0HWis the overhead and takes the following values.
0.14, for frequency range FR1 for DL
0.18, for frequency range FR2 for DL
0.08, for frequency range FR1 for UL
0.10, for frequency range FR2 for UL

NOTE: Only one of the UL or SUL carriers (the one with the higher data rate) is counted for a cell
operating SUL.

The approximate maximum data rate can be computed as the maximum of the approximate
data rates computed using the above formula for each of the supported band or band
combinations.

For EUTRA in case of MR-DC, the approximate data rate for a given number of aggregated

carriers in a band or band combination is computed as follows.
J
data rate(in Mbps) = 1073 Z TBS;
j=1

Where,
— ] is the number of aggregated EUTRA component carriers in MR-DC band combination.

— TBS; is the total maximum number of DL-SCH transport block bits received within a 1ms

TTI for j-th CC, as derived from TS36.213 [22] based on the UE supported maximum
MIMO layers for the j-th carrier and based on the modulation order and number of PRBs

based on the bandwidth of the j-th carrier.
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The approximate maximum data rate can be computed as the maximum of the
approximate data rates computed using the above formula for each of the supported
band or band combinations.

For MR-DC, the approximate maximum data rate is computed as the sum of the
approximate maximum data rates from NR and EUTRA.

3.11 Propagation Models (Per 3GPPTR38.900)

3.11.1 Overview

The pathloss and channel between a UE and a BS depends on:

v13.3

Location: The pathloss depends on the UE’s location (UE-gNB distance) and is
calculated separately for each connected UE. The pathloss computations are
recomputed every time a UE moves.

Scenario: Rural Macro (RMa), Urban Macro (UMa), Urban Micro (Umi). This parameter
is available as Outdoor Scenario in gNB properties > Interface (5G_RAN) > Physical
Layer > Channel Model. Each scenario has a different pathloss model defined in the
standard. This property is common for the gNB and all connected UEs.

Whether the UE-gNB is Line-of-sight or Non-line-of-sight (LOS/NLOS): This
parameter is available as LOS probability in gNB properties > Interface (5G_RAN) >
Physical Layer > Channel Model. The pathloss models defined in the standard differ for
LOS and NLOS. This property is common for the gNB and all connected UEs. However,
a different (uniform) random number is sampled for each associated UE so that different
UEs will see different LOS/NLOS channels. For each UE, the LOS/NLOS random
variable is sampled every time a UE moves, and hence a UE may switch from LOS to
NLOS if it moves.

Shadow fading: This parameter is available as Shadow fading model in gNB properties
> Interface (5G_RAN) > Physical Layer > Channel Model. This property is common for
the gNB and all connected UEs. In this case, a different log-normal random variable is
sampled for each associated UE. For each UE, the shadow fading random variable is
sampled every time a UE moves.

Fading and beamforming: Fast fading is enabled by turning on the parameter Fading
and Beamforming in gNB properties > Interface (5G_RAN) > Physical Layer > Channel
Model. Please see sections 3.9.2 and 3.9.3 for a detailed explanation. In essence, the
eigen value of an (N, X N;) random matrix is the fast-fading gain. Since the random

matrix would be different for each gNB-UE pair the gains would be different. The fast-
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fading gains are recomputed every (user settable) coherence time whose default value

is 10ms. The coherence time is common to all UEs attached to a gNB.
NetSim also features Indoor and Outdoor pathloss (PL) models.

e NetSim GUI (gNB properties > Interface (5G_RAN) > Physical Layer > Channel Model)
allows users to configure both indoor and outdoor PL models. Both indoor and outdoor
options are shown in the GUI irrespective of the underlying scenario.

e Based on gNBs/UEs placement within or outside a building NetSim automatically

chooses the indoor/outdoor propagation models. The selection is as follows:
o Outdoor gNB to Outdoor UE: Outdoor PL model

o Outdoor gNB to Indoor UE: Outdoor PL till building, then penetration (O2l) loss, and
finally indoor PL within the building

o Indoor gNB to Indoor UE: Indoor PL model
o An Indoor gNB cannot be connected to an Outdoor UE in NetSim
3.11.2 Pathloss formulas

The pathloss models are summarized in Figure 3-18 and the distance definitions are indicated
in Figure 3-18 and Figure 3-19. Note that the distribution of the shadow fading is log-normal,

and its standard deviation for each scenario is given in Figure 3-18.

- ooy - o g

Figure 3-19: Definition of
dzd—out' d2d—in: and dzd—out and d3d—0ut! d3d—out for
indoor UTs from Standards figure 7.4.1-2

Figure 3-18: Definition of d,q and ds4 from
Standards Figure 7.4.1-1

Note that,

d3p—out + d3p-in = \/(dZD—out + d3p-in)? + (hgs — hyr)? (7.4.1-2)
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Table 7.4.1-1: Pathloss model

Pathloss [dB], fc is in GHz and d is in meters, see Shadow Applicability
note 6 fading range,
std [dB] antenna height
default values

n
.g 3
| =
q) ~~
ol @

O
N |

_ PL1 10m < dZD < dBP
PLRMa—LOS - {PLZ dBp < dZD < 10km’ e e 5 hBS = 35m
hUT =1.5m
N PL, = 20l0og,0(40md3pfc/3) osp = 4 W =20m
o) + min(0.03h'72,10) log,,( d3p) h=5m
| o 1.72
min(0.044h~"4,14.77) + 0.002 log,,( h)d3p Osr =6 h = avg. building
height
PL, = PL;(dgp) + 401log,0(dsp/dgp) W = avg. street
width
Pl e = 60as8 P e P hase o) The applicability
| < dyp < Skm ranges:
5m < h <50m
(7)) 0
Sl PLiwa-nios = 161.04 = 7.1 logso(W) + 7.5 logio(h) Sm < W < 50m
=z — (24‘.37 — 3.7(h/th)2) loglo(th) O = 8 10m < hBS < 150m
+ (43.42 — 3.11log;19( hgs))(log1o(dsp) — 3) 1m < hyr < 10m
+ 2010910 ( ) — (3.2(10g10 ( 11.75hyp))? — 4.97)
PL, 10m < d,p < dgp
PLyma-Los = ; 1
PL, dgp < d,p < 5km., See note
Osp = 4
28 PL, = 28.0 + 221log,o(dsp) + 20 log,o( f.) 1.5m < hyr < 22.5m
8 hBS = 25m
PL2 = 28.0 + 40 loglo(d3D) + 20 loglo(f:c)
cErs —910g1o((dgp)? + (hgs — hyr)?)
-]
PLyma-nros = Max(PLyma-ros, PLuma—nros) OFr =6 o< hyr < 22.5m
for 10m < d,p < S5km
N th = 25m
O I 1
= PLyma-nios = 13.54 +39.08log;(dsp) + 2010gy0( f) E;(Felznatlons see
= —0.6(hyr — 1.5)
Ogp = 7.8
PL, 10m < d,p < dgp P
PLymi-Los = ; 1
PL, dgp < d,p < 5km, See note
% = | PL, =324+ 21log,o(dsp) + 201logyo(f.) hgs = 10m
S PL, = 32.4 + 40 log,o(dsp) + 20 log.o( £)
g —9.510g10((dgp)* + (hps — hyr)?)
) PLymi—nios = max( PLywi—1os, PLymi-nios)
= |, for10m < d;p < S5km 1.5m < hyr < 22.5m
) O Ogp hBS =10m
> =7.82  Explanations: see
PLyymi-nLos = 35.310g10(d3p) + 22.4 + 21.3logy0( f¢) note 4
- 0'3(hUT - 1.5)
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Ogp = 8.2

Optional PL = 32.4 4+ 20 log,,(f.) + 31.9log,,(d3p)
PLInH—LOS =324+17.3 loglo(d3D) + 20 loglo(fc) Ogp = 3 Im < ng < 150m
PLiyy-nros = Max( PLig-10s) PLins-nLos) Osk Im < d3p < 150m

, = 8.03

PLIIIH—NLOS = 383 loglo (d3D) + 1730 + 24’9 loglo (f;)
31.9 loglo(d3D) = 8.29
Table 3-27: Pathloss model from Standards Table 7.4.1-1.
Breakpoint distance dgp = M, where f. is the centre frequency in Hz, c¢=

c
3 x 108m/s is the propagation velocity in free space, and hj5 and hj,; are the effective antenna

heights at the BS and the UT, respectively. The effective antenna heights h'ss and h'ur are
computed as follows: hgg = hgg — hg, hyy = hyr — hg, where hgg and hyp are the actual

antenna heights, and hg is the effective environment height. For UMi hy = 1.0m. For UMa

h; = 1mwith a probability equal to — L and chosen from a discrete uniform distribution
1+C(dzp.hyt)

uniform (12,15, ..., (hyr — 1.5)) otherwise. With C(d,p, hyr) given by
, hUT <13m

C(dsp, h = _q4a\15 ,
(d2p, hur) [(”‘”—13) g(dsp) ,13m < hyr <23m

10
Where,

0 ydyp < 18m

g(dyp) = [§ (@)3 exp (ﬂ) ,18m < dyp

4 \100 150

Note that hy depends on d,;, and hyr and thus needs to be independently determined for every

link between BS sites and UTs. A BS site may be a single BS or multiple co-located BSs.

The applicable frequency range of the PL formula in this table is 0.5 < f. < fy GHz, where
fu = 30GHz for RMa and f,; = 100 GHz for all the other scenarios. It is noted that RMa
pathloss model for > 7 GHz is validated based on a single measurement campaign conducted
at 24 GHz.

UMa NLOS pathloss is from TR36.873 with simplified format and
PL yma-1os = Pathloss of UMa LOS outdoor scenario.

PL yyi_1os = Pathloss of UMi — Street Canyon LOS outdoor scenario.
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Note 5: Break point distance dgp = M;h”’xf‘ where f. is the centre frequency in Hz, ¢ =

3 x 10%m/s is the propagation velocity in free space, and hgg and hyy are the antenna

heights at the BS and the UT, respectively.

Note 6: f. denotes the center frequency normalized by 1GHz, all distance related values are

normalized by 1m, unless it is stated otherwise.
NetSim enforces the following
¢ RMa, UMa, UMI: If d,p < 10m then d,, = 10m

3.11.3 LOS probability

The Line-Of-Sight (LOS) probabilities are given in Table 3-28.

Scenario ility (distance is in meters
RMa 1 , dopout < 10m
Prips = dp-out — 10
exp (— %) ,10m < dyp.oue
UMi - Street 1 ,dop.out < 18m
canyon Prigs =4 18 < dZD_out> ( 18 )
- 1- ,18m < dyp.oy
dZD-out * exp 36 dZD—out m 2b-out
Uma 1
PTLOS = 18 ( d2D-0ut>( 18 )] ' 5 (dZD-out)3 ( dZD-out)
—— (11— 1+ C (hyp) = —
o T P\" 63 G\ 2 (To0) P (50
where
0 9 hUT < 13m
C'(hyr) =1 fhyp — 13\*°
(hur) (”T—) ,13m < hyp < 23m
10
Indoor - Mixed 1 ,dopin < 1.2m
office (_ dop.in — 1.2> 12m < d <65
Prigs=1 P 4.7 o 2D-in < D21
dyp.in — 6.5
exp (— T) -0.32 ,6.5m < dyp.in
Indoor - Open ( 1 ,dop.in < 5m
office (_ dap.in — 5) e < d =9
Prigs=q P 70.8 P 9T S Gapn = %M
dypoin — 49
(exp (— #) - 0.54 ,49m < dyp i,

NOTE: The LOS probability is derived with assuming antenna heights of 3m for indoor, 10m for UMi,
and 25m for Uma

Table 3-28: LOS probability from Standards Table 7.4.2-1
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3.11.4 O2| penetration loss

3.11.4.1 O2l building penetration loss

The pathloss incorporating O2I building penetration loss is modelled as in the following:
PL = PL, + PLy, + PL;, + N(0,03) (7.4-2)

where PL, is the basic outdoor path loss given in Subclause 7.4.1, where d5p, is replaced by
d3p—out + d3p—in - PLtw 1S the building penetration loss through the external wall, PL;, is the
inside loss dependent on the depth into the building, and o5 is the standard deviation for the

penetration loss.

PL,,, is characterized as:

(7.4-3)

N Lmaterial i
PLtW = Pani - 10[0910 Zi=1 (pl X 10 -10 )
PL,,; is an additional loss is added to the external wall loss to account for non-perpendicular
incidence; Liaterial i = Amaterial i T Pmateriar i» f 1S the penetration loss of material i example
values of which can be found in Table 3-29, p; is proportion of i-th materials, where ¥, p; =

1; and N is the number of materials.

Material Penetration loss [dB]

Standard multi-pane glass Lgjass = 2+ 0.2f
IRR glass Lyjrglass = 23 + 0.3f
Concrete Leoncrete = 5 + 4f
Wood Lywooq = 4.85+ 0.12f

NOTE: fis in GHz
Table 3-29: Material penetration losses from Standards Table 7.4.3-1

Table 3-30 gives PL;,,, PL;y,, and g, for two O2I penetration loss models. The O2I penetration
is UT-specifically generated and is added to the SF realization in the log domain.
Standard

deviation:
opin [dB]

Path loss through external wall: Indoor loss:

PLy, in [dB] PL,, in [dB]

_Lglass

5—101logyo (0.3 10710 +0.7

Low-loss model S 0.5 dyp_in 4.4
10 )
'Lllelass
5—10log4g (0.7 <107 0 403
High-loss model 0.5 dyp_in 6.5

- 10%)
Table 3-30: O2I building penetration loss model From Standards Table 7.4.3-2

dyp_in IS minimum of two independently generated uniformly distributed variables between O

and 25 m for UMa and UMi-Street Canyon, and between 0 and 10 m for RMa. d,p_;, shall be

UT-specifically generated.
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Both low-loss and high-loss models are applicable to UMa and UMi-Street Canyon.
Only the low-loss model is applicable to RMa.
3.11.4.2 021 model usage

The O2I Models such as Low Loss and High Loss are associated with the type of material
used in the buildings and is used to calculate the penetration loss in case of an indoor
scenario. In case of scenario where UE's are not inside a building these parameters will not
have any impact on the results. In an indoor scenario, users will be able to notice difference in
the SNR.

3.12 Additional Loss Model

Apart from the channel losses per the 3GPPTR38.900 specifications, NetSim allows modelling

additional losses using MATLAB. This includes attenuation due to rain, fog, and gas.

Note that this implementation interfaces with MATLAB R2020(a/b). Lower versions of MATLAB

are not directly supported.
The following is required to run these models:

= An installed version of MATLAB R2020(a/b) in the same system where NetSim is
installed or in a different system in the same network.

= Registration of MATLAB as a COM server. Reference:

https://in.mathworks.com/help/releases/R2020a/matlab/ref/comserver.html?s tid=doc ta

3.12.1 Configuration

Additional Loss Model can be configured in the gNB’s 5G_RAN interface properties under
channel models section of Physical Layer as shown in Figure 3-21.
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Similarly, this can be configured in the eNB’s LTE interface properties under channel models

[ Lte_Gnb

Lte_Gnb

GENERAL
APPLICATION_LAYER
TRANSPORT_LAYER

INTERFACE_1 (5G_XN)

INTERFACE_2 (5G_RAN)

» DATALINK_LAYER

¥ PHYSICAL LAYER

Transform_Precoding

CSIREFORT CONFIG
CQl_Table

CHANNEL MODEL
PathLoss_Model
Qutdoor_Scenaric
Building_Height
Street_Width
Indoor_Scenario
LOS_MLOS_Selection
Shadow_Fading_Model
ShadowFading_Standard_Deviation
Fast_Fading_Model

021_Building_Penetration_Model
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| EMABLE

TABLE1

3GPPTR38.901-74.1

RURAL_MACRO

5

20

INDOOR_OFFICE

| 3GPPTR38.901-Table7.4.2-1

| LOG_NCRMAL

3GPPTR38.901-Table7.4.1-1

| NONE

LOW_LOSS_MODEL

Additional_Loss_Model

NONE

oK

MATLAB

Figure 3-20: gNB >Interface (5G_RAN) >Physical layer properties

section of Physical Layer as shown in Figure 3-21.
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[ Lte Enb

Lte Enb

GENERAL
APPLICATION_LAYER
INTERFACE_1 (LTE_S1)

INTERFACE_2 (3G_XN)

INTERFA (LTE)

» DATALINK_LAYER

¥ PHYSICAL_LAYER

Transform_Precoding

CSIREFORT CONFIG
CQl_Table

CHANNEL MODEL
PathLoss_Model
Qutdoor_Scenario
Building_Height
Street_Width
Indoor_Scenario
LOS_MLOS_Selection
Shadow_Fading_Maodel
ShadowFading_Standard_Deviation
Fast_Fading_Model

021_Building_Penetration_Model

| ENABLE

TABLE1

3GPPTR38.001-741

RURAL_MACRD

5
20

INDOOR_OFFICE

| 3GPPTR38.901-Table7.4.2-1

| LOG_NCRMAL

3GPPTR38.901-Table7.4.1-1

| MNONE

LOW_LOSS_MODEL

Additional_Loss_Maodel

NONE

OK

MATLAB

Figure 3-21: eNB >Interface (LTE) >Physical layer properties
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Additional Loss Model is set to NONE by default. When MATLAB is selected, MATLAB
MODEL drop down with options GAS, FOG, and RAIN will appear along with associated

parameters as shown in Figure 3-22.

[ ¥ Lte_Gnb ]
Lte_Gnb » DATALINK_LAYER
¥ PHYSICAL LAYER
GENERAL PathlLoss_Model | 3GPPTR38.001-74.1 - |
APPLICATION LAYER Qutdoor_Scenario | RURAL_MACRO hd |
Building_Height | 5 |
TRANSPORT_LAYER
Street_Width | 20 |
INTERFACE_1 (3G_XN)
Indoor_Scenario INDOOR_OFFICE
INTERFACE_2 (5G_RAN)
LOS_MNLOS_Selection | 3GPPTR38.901-Table7.4.2-1 h |
Shadow_Fading_Mode! | LOG_NORMAL - |
ShadowFading_Standard_Deviation 3GPPTR38.901-Table7.4.1-1
Fast_Fading_Model | NONE - |
021_Building_Penetration_Model LOW_LOSS_MODEL -
Additional_Loss_Model MATLAB A
MATLAB_Model | GAS - |
Ambient_Temperature (Celsius) | 15 |
Dry_Air_Pressure (pa) | 101300 |
Water_Vapor_Density (g_fma] | 40 |
QK Reset

Figure 3-22: Additional Loss Model set to MATLAB in gNB >Interface (5G_RAN) >Physical layer

properties
Each model has associated parameters that can be configured, which is listed in Table 3-31.

Additional Loss

Associated Parameters Value

Model

Rain Rate (mm/hr) 16(default), Range 0 to 100

RAIN Tilt Angle O(default), Range -90 to 90
Elevation Angle O(default), Range -90 to 90
Exceedance Rain (%) 0.01(default), Range 0.001 to 1
Ambient Temperature (Celsius) = 15(default), Range -50 to 50

GAS Dry Air Pressure (pa) %gtl)ggg(default), Range 50000 to
Water Vapor Density (g/m?) 4(default), Range 1 to 10

FOG Ambient Temperature (Celsius) | 15(default), Range -50 to 50

Liquid Water Density ((g/m?3) 0.5(default), Range 0 to 5
Table 3-31: Parameters in the various MATLAB additional loss models

NOTE: Rain and Gas models support frequencies from 1 to 1000 GHz and Fog model supports
frequencies from 10 to 1000 GHz only.
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3.12.2 Running Simulation

When Additional Loss Model option is set to MATLAB NetSim Simulation console waits for

MATLAB Interface process to connect.

B CAUsers\MT3815\Documents\ MetSim_13.0.24_64_pro_default\bin'bin_x64\NetSim Core.exe — O X

y take upto 2 min) -

>Components>

Documents\NetSim_13.8.24 64 pro_default\bin\bin_x64/NetworkStack.dll

eati C ;i og directory. Error number 17
imulatic

Figure 3-23: NetSim Simulation console waits for MATLAB Interface process to connect
MATLAB Interface process can be started and connected to the running instance of NetSim
simulation using one of the following methods depending on where MATLAB is installed:

= |f MATLAB is installed in the same system where NetSim is installed. MATLAB Interface

process can be launched directly from the design window of NetSim.

o Go to Options Menu and select the Open MATLAB Interface option as shown below:

[T 56-NR_SA_. Workspace Name: NetSim_13.0.24 64 pro_default. E Marne: UE-M Through - 3
Fe e
Change Grid/Map Settings . _ — K2 Plots
I (:A)) D T ) &
l——| Open MATLAB Interface \rx) . g " Wired/Wireless (=l ?\.I Packet Trace
Node L2 Devices Router  Base Station UE Building Links Application T, Event Trace B, Display Settings

Figure 3-24: Open MATLAB Window Options

o Click on the OK button when the following message is displayed.
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[% MetSirm MATLAB Interfacing %

This menu option is to be used in two specific cases.

1. When using MATLAB's models via NetSim device/link properties. For example: 5G NR > gMB &

properties = RAN Interface > Additional loss model = MATLAB based loss madels

2. If you have modified MetSim's source code to interface with MATLAB using MetSim APls (Ref: User
¥ =

manual, section 10.3.1: MetSim MATLAB sacket interface)

Before running this option, please make sure you have MATLAB installed and configured (Ref: User
manual, section 10.3.1.1: Pre-requisites for MATLAB interfacing)

Then, create your scenario in NetSim > Click the "Run” button > Simulation will commence and
MNetSimCore.exe will wait > Select this menu option to interface with MATLAB

0K Cancel

Figure 3-25: MATLAB Interface warning message
= |f MATLAB is installed in a different system in the same network, then
MATLABInterface.exe (present in <NetSim_Install_Directory>/bin folder), can be started
in that system, manually from command prompt and the IP address of the system where

NetSim simulation has started can be passed as an argument as shown below:

B C:\Windows\System32\cmd.exe — O w0

Figure 3-26: MATLAB interface over an IP address
In both above cases, the MATLAB Interface process starts MATLAB process (MATLAB
command window will open in minimized state) after which simulation in NetSim will start.
During the simulation communication between NetSim and MATLAB is established to send
inputs from NetSim to MATLAB pathloss models and to receive pathloss from MATLAB to

NetSim happens via the MATLAB Interface process as shown below:
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B C\Program Files\MetSim\Pro_v13_0\bin\Matlablnterface.exe — O X

Figure 3-27: Runtime MATLAB interfacing window
The pathloss value obtained from MATLAB is added to the total loss calculated as per the

3GPPTR38.900 specifications. At simulation end the MATLAB Interface process closes the
MATLAB process that it started.

3.13 Downlink Interference Model

3.13.1 Configuration

Downlink Interference Model can be configured in the gNB’s 5G_RAN interface properties

under channel models section of Physical Layer as shown Figure 3-28.
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INTERFACE_3 (5G_XN)

Shadow_Fading_Model LOG_NORMAL -
INTERFACE_4 (5G_RAN)

[1¥ Lte_Gnb X
Lte Gnb » DATALINK_LAYER
GENERAL ¥ PHYSICAL_LAYER
APPLICATION_LAYER i
Indoor_Scenario INDOOR_OFFICE
TRANSPORT_LAYER T
Indoor_Office_Type MIXED_OFFICE - ]
INTERFACE_1 (5G_N3) r
LOS_NLOS_Selection USER_DEFINED - |
INTERFACE_2 (5G_N1_N2) ;
LOS_Probability 1 ‘

ShadowFading_Standard_... 3GPPTR38.901-Table7.4.1-1

Fading_and_Beamforming NO_FADING_MIMO_UN... v |
02|_Building_Penetration_... LOW_LOSS_MODEL - |
Additional_Loss_Model . NONE e I

Downlink_Interference_Mo... NO_INTERFERENCE hd
NO_INTERFERENCE

oK Rese{ GRADED_DISTANCE_BASED_WYNER_MODEL
EXACT_GEOMETRIC_MODEL

Figure 3-28: gNB >Interface (LTE) >Physical layer properties
Downlink Interference Model is set to NO_INTERFERENCE by default.

3.13.2 Graded distance-based Wyner model
The Wyner model is widely used to due to its simplicity and analytical tractability. In this model:

¢ Only interference from (two) adjacent cells is considered

e Random user locations and path loss variations are ignored, and

e The interference intensity from each neighbouring base station (BS) is characterized by a
single fixed parameter (0 < a < 1). The channel gain between BS and its home user is 1
and the intercell interference intensity is a. Thus, a user sees constant interference

irrespective of its location.

These three simplifications lose a lot of information. We alter the Wyner model to address

these flaws by:

e Considering interference from arbitrary number of BSs

e Factoring in the user location. The UEs distance from the interfering BS is an obvious
factor that determines the interference intensity since the amount of interference caused
depends on the signal attenuation with distance, the path loss law. Since the Wyner model
uses relative interference, the ratio of a UEs distance from serving and interfering BSs is
used as one of the interference parameters.

e Using a graded interference intensity model, whereby a UE will see a different value of «

at different locations, thereby modelling the effect of interference more accurately.
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3.13.2.1 Technical description

We model DL interference from any number of interfering BSs. Let BS; be the serving BS
to UEy. Let BS; be any other BS (j # i). Then the distance between UEy and BS; is

denoted as Dg;g;'(, while the distance between UE and BS; is denoted as Dggi.
. (ougfpog) . .
A UE sees interference if %ls within a user defined threshold (for example,
UEk
BSi

_ . Dyg, BS;
20%). This ratio is also equal to 1— BS, When Dy <D

D

BSj

g We see that 0 <

UEk

(Puek~Po)
KK < 1. Theratio is 0 when D>t =D
/ K

UEg

BS; ; BS; _ BS; _
vE, andis1when Dyp = 0.When Dy, =

D, the UE is equidistant from both BS i.e., at the cell edge. When D/5! = 0, the UE is
K K

at the centre of the serving BS, BS;.

Users at the cell-edge will see out of cell interference; as the user moves closer to the cell
centre, it sees lesser interference.

We call this user defined threshold as differential distance ratio threshold and denote it by
DDR,,. The DDR threshold is used to define K thresholds, which are in turn used to

determine the out of cell interference experienced by UE,, as explained below. First, we

bin the DDR,;,, conditional on 135,5;'( < D2

UER" into K steps, as follows:

BS; BS;
(DUEK - DUE;() < (DDRth> 1

0< BS,
Jj K
DUEK
BS;j BS;
DDRyp, (DUEK - DUEK) DDRy
<T) X 1 < st < ( K ) X 2
DUEK
BS;j BS;
DDRyy, (DUE — Dyg ) DDR;y,
( K )X(K_l)s KBSJ' K<( K )XK
UEk
BS; BS;
DDRuy\ o _ (DUEK - DUE;()
K xRS BSj
DUEK

Where DDRyy,, is a user input varying from 0.00 to 1.00 (default is 0.1 or 10%), and K, the
number of steps, is a user input varying from 1 to 4 (default is 1). For example: if the given

value for the DDR is 0.2 and nSteps is 4, then the range of the curves will be from 0 to

04;2 = 0.05,i.e 0 t0 0.05, 0.05 to 0.10, 0.10 to 0.15, 0.15to 0.2.
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e The relative interference for each of these steps would be I, (0 < n < K) where K is the
number of steps and n represents each individual step (n = p if the p** inequality in the
above is satisfied, counting the first inequality as the zeroth inequality).

o We specify the interference power relative to the power received from BS;. Therefore,
given the value of I,,, interference power is calculated as the received power from BS;
(excluding beamforming gain) less I,,. Thus

Inter ferencePowerfromBS; (dB) = ReceivedPowerfromBS;(dBm) — I,{(dB)

BS

o Therefore, we have I,(dB) = P ,i,(dBm) — Pfiiorrering(dBm). This is equivalent to

, Plierfering - : .
the Wyner model with « =’;‘f§§—f"mg in the linear scale; however, note that in our

serving
interference model, « depends on the UE’s location, because I,, depends on the distance.
e This interference powers (linear) from all interfering BSs are added to the noise power (in
linear scale) and then

Received power from BS; + BeamFormingGain

SINR = .
NoisePower + Y InterferencePower

e Each I, is a user input. It is subject to the limits 0 < I,, < 20 dB. NetSim will enforce the
sanity check 20 > Ix_; = .. > Iy = 0. Here I is the relative interference seen when the
UE is near BS; and I, is the relative interference seen when the UE is nearly equidistant
from its two nearest BSs (and hence far from BS;).

¢ In an ideal case, when the user is at the cell edge, the received power from BS; will be
roughly equal to the received power from BS; (since it is equidistant from the two BSs),
and so SINRceyage Will necessarily be less than 0 dB.

¢ Asthe UE moves away from the cell edge and towards BS;, the received power from BS;
increases and that from BS; decreases, and so the SINR improves. For this reason, we
have the limits on I,, as 0dB < I, < 20 dB. If the user sets I,, to a large value, it will be

equivalent to having no inter-cell interference.
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Figure 3-29: Interference zones are the regions within the four curves and the cell boundary of gNB;.

This example is for a case involving just 2 BSs with DDR = 0.4 and K = 4. The four curves are

BSj _DBSi
UEg UEg

therefore the equations where — is equal to E =0.1, % = 0.2, % = 0.3, and % =0.4. The

DUEK

handover interference region is also shown.

BS; BS:
D J D2k
In case M > DDR,y, the out of cell interference seen at the UE is set to Ix. The

Dygy
default value of I is 0, i.e., cell centre users do not see any out of cell interference. The
default values of I, fork = 1,2,...,K — 1 is 10 dB.

In NetSim, handover is triggered when the signal strength from BS; is offset (3dB by
default) higher than signal strength from BS;. A handover is not triggered when UE) is

equidistant from both BSs but only when it is slightly nearer to BS;. Therefore, the short
time when Dggj{ > Dg“;f( is a special case requiring a different interference power. We term

this interference as “Handover interference” and is a separate user input. Handover
interference is denoted as I_; and —3dB <1_, < 0dB.

Sample interference file format and example:

<gNB_i>, <gNB_j>, <DDRth>, <nSteps>,<i_-1>,<i_0><i_1><i_2> ... <i_(n-1)>
gNB_11,gNB_12,0.2,4,-1,1,2,3, 4
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3.13.3 Exact Geometric Model

In this model NetSim computes interference from one or more interfering base-stations (BS or
gNB) at a UE, based on (i) the gNB UE locations and (ii) the pathloss between the interfering
gNB and the UE.

* (@) = () % (@)
Base Stations
S o h1,6 . RS h3'1 -z
BN 2Ah23 [y =227
\:\ S % h \\\ /5;’,;’
\:.‘, :/
hig|hi 2 SN R s hy 4 2,'5:’;\5\ ot hzs|hs e
\\’\/h ~I~ Az A2
h X2 35237 hyz A oA
2,1, )\\ PRl S LA N h
7 >~ - ~><., 12,6
’ 7’ ’);/\’\ /\Z\\ \\ \\
RSPt N (V] SRt NG NN
/’,/’¢’ h N < LA ’ \\\ \\\'\
L”’\k/” h3'2 1,3 \l/\/%/ h34 h15 \‘Qhéﬁ
oo ) /T)’, - '_;I / -:“’.
o & &6 é 5
UE; UE, UE; UE, UE; UEg

Figure 3-30: A simple scenario with 3 BSs and 6 UEs. The bold lines represent direct signal while the
dashed lines represent interfering signals.

NetSim supports various 3GPP propagation models to calculate the pathloss between every
BS (gNB) and every UE. One of the parameters in the pathloss equations is the distance
between the BS and the UE. Some of the other user settable parameters used in the 3GPP
models are (i) Centre frequency (chosen from the band selected) (i) Rural or Urban
environments (iii) UE-BS channel is in LOS or NLOS (iv) Shadow-fading in the UE-BS channel
(v) Indoor or outdoor UE location, etc., Complete details of the 3GPP pathloss models
supported in NetSim are given in 3.11.1.

Let BS; be the serving BS to UE),. Let BS; be any other BS (j # i). UE, communicates with
BS; while all other BSs (j # i) act as interferers. The distance between UE) and BS; is denoted

BS;

as Dy, . While the distance between UE and BS; is denoted as DSE{(. The power of the

interfering signal from any BS; at any UE) depends on (i) the transmit power of the interfering

BS and (ii) pathloss between the interfering BS and the UE. It can therefore be expressed as

BS; BS;
J _ pBSj J

= P ] — P
IUEk LUEk

where P?Si is the transmit power of BS;, PL?,;"IC represents the 3GPP model based pathloss

between BS; and UEj. This pathloss is dependent on Dgf,f( and the channel between BS; and

UE}. The interference powers (linear) from all interfering BSs (i.e., apart from the serving BS)

are added to the noise power (in linear scale) and we get the expression
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Received power from BS; + (Eigen)BeamFormingGain

SINRUEk = ; BS]
NoisePower + ¥;lyy,

SINR determines the 5G PHY rate (throughput) that the UE would get. This is because the
PHY Rate depends on the CQI/MCS which is in turn depends on SINR. Section 3.2 explains
the details.

The Wyner model is approximate but is computationally faster, while the geometric model is

precise but computationally slower due to the calculations involved.
3.13.4 Interference modeling in OFDM in NetSim

NetSim doesn’t model the allocation of specific subcarriers to individual users. The aggregate

resources are divided amongst the UEs per UES’ requirements and the scheduling algorithm.

e The received power at UE;, from BS;, with transmit power P; is given (in the linear scale)

. P,
i~ (i)
< \PLE,

o I{k or the interference in linear scale at a UE, (associated with BS;) from BS;

as

e To normalize the power should we further multiply by the ratio given below

. slot
e Assumptions:

Al. The above formula assumes the interference seen by UE), is proportional to the
number of RBs allotted to UE),

A2. Fast fading is not accounted for in the interfering signal calculations since it would
require too much computational time, given that it needs to be re-calculated every
coherence time, not just between BS and its associated UEs but between a BS and
all the UEs in all cells. Hence NetSim calculates average interfering signal power
and not instantaneous interfering signal power, which is a well-accepted assumption
in multi-cell MIMO literature. Recall that NetSim accounts for fast fading in the direct
signal power calculations.

e The total noise seen will be

k x T x RB{g!

Bs; , [ RBUE,
e The signal power P, X | —5&
k RBtotal
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Therefore,
lot
BS; RByE,
Pyg, % <—Rleot pBSi
SINR = total _ UE}
- . (RBIZEN ke xTx RBSOt 4+ 3. [
kX T X RBS® + % I X | —pr total T 25 lik
k ik RB{o76;

3.13.4.1 Interference in MIMO

o If UE is receiving from BS; in multiple layers, the interference power Il’k is the same for

all layers.
PP x A,
SINR, = kslot J
kxXT X RBiiq + % 1,

o Where L represents a MIMO layer.
¢ Note that neither the noise nor the interference is divided by the layer count, because

the combining vector has unit norm.
3.13.4.2 Fast fading component of interfering signals

NetSim accounts for the Rx power from neighbouring cells, in a statistical sense, as explained
below. Let us consider an example of two BSs and two UEs with BS1 transmitting to UE1 and
BS2 transmitting to UE2. The BSs employ digital (Eigen) beamforming to the UE they are
transmitting to, so there is no channel-dependent beamforming between BS1 and UE2 or BS2
and UEL.

Due to this, the interference seen by UE2 due to BS1’s transmission will depend on the inner
product between the beamforming vector employed by BS1 (which depends only on the
channel between BS1 and UE1) and the channel between BS1 and UE2 (which is independent
of the channel between BS1 and UE1.)

Now, since we model the fast-fading component of the channel as having i.i.d. circularly
symmetric complex Gaussian entries, the expected interference power at UE2 is simply the
transmit power by BS1 times the path loss between BS1 and UE2. This because the long-term
statistical average of the square of the magnitude inner product between the (unit-norm)

beamforming vector employed by BS1 and the channel between BS1 and UE2 is unity.
3.13.4.3 Limitations

¢ Inthe above interference formula NetSim assumes that all interfering BSs transmit data
in that slot.
e The interference calculations need to be done for each slot. Enabling interference will

slow down the simulation.
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3.14 Uplink Interference model

NetSim uses Interference-over-thermal (IoT), to model uplink interference. Modeling uplink
interference as 0T (also called as rise over thermal noise) allows for the calculation of the
interference level relative to the thermal noise level. This can provide insight into the
performance of the system and the impact of uplink interference on the signal-to-noise ratio
(SNR). For example, if the uplink interference level is 10 dB higher than the thermal noise
level, this indicates that the interference is significantly affecting the SNR and the performance

of the system.

Users can input 10T in the NetSim GUI and is available in the eNB/gNB properties. The

expression for the signal to interference noise ratio is given by
SINR (dB) = SNR(dB) — IoT(dB)
10T (dB) = SNR (dB) — SINR (dB)
Converting to linear

SNR)

10 x log,o(I0T (linear)) = 10 X log4, (W

) I+N
IoT (linear) = N

Therefore, interference power in linear is
[ = N X (IoT (linear) — 1)
We thus get the Interference power in dBm as
I (dBm) =10 x logyo (N x (1017@®) — 1))

This value of I in dBm units is logged in the Radio Measurements csv file (if turned on). An
example table is provided in Table 3-32.

Bandwidth (MHz) Noise (dBm) loT (dB) Interference (dBm)
100 -93.82 3 -63.83
100 -93.82 2 -73.87
50 -96.83 2 -76.88
50 -96.83 2 -87.29
10 -103.82 1 -94.28

Table 3-32: Example table showing interference in dBm that will logged in radio measurements file for
a different IoT (dB) and Bandwidth (MHz) settings

Ver 13.3 Page 108 of 230



© TETCOS LLP. All rights reserved

3.15 5G Core

NetSim 5G core functionality was introduced in NetSim v13. This 5G core includes entities,
which reside within the core devices (and partially within the gNB) such as Session
Management Function (SMF), Access and Mobility Management Function (AMF) and User
Plane Function (UPF) and the protocols these entities use for operation.

The NetSim 5G core model provides users the means to simulate the end-to-end IP
connectivity. It supports interconnection of multiple UEs to the Internet/Cloud via the Radio
Access Network or RAN. The RAN consists of multiple gNBs. These gNBs connect to the 5G
core in the backhaul. In NetSim, the 5G core comprises of a single AMF, SMF and UPF.

Remote
Server

gNB

5G Core
Devices

User - ad X 1 — T 1 !
Equipment £ 14 A ] T e TR R Internet

5G Links

Building
(Indoor Propagation)

Figure 3-31: 5G Network scenario consisting of multiple UEs and gNBs connected to 5G Core - AMF,
SMF and UP. The UPF is connects out to the Data Network/ Internet.

NetSim 5G Core model has been designed as follows:

1. The Packet type supported in NetSim 5G Core is IPv4.

2. Asingle set of SMF/UPF/AMF entities are only available. Scenarios with inter SMF mobility
/ inter AMF mobility are not supported in NetSim.

3. ltis possible for a single UE to use different applications with different QoS models. Hence,
multiple EPS Bearers are supported for each UE. This includes necessary classification of
TCP/UDP traffic over IP done at the UE in the Uplink and at the UPF in the downlink.

4. The NetSim 5G model allows users to perform an XN based handover between two gNBs.

In the 5G standalone architecture, the roles played by each of the entities are different.

1. A UE has the following interactions:
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The random-access procedure to initiate communication with the gNB.
Setup the RRC connection with the gNB.
Perform NAS level authentication.

Handle the RRC Reconfiguration from the gNB and this message sets up the default

PDU session.
The UE concludes the registration procedure.

Data flow takes place in both the downlink and uplink directions.

2. The gNB acts as a bridge between the UE and the 5G Core. The gNB:

a.

g.

Handles the random-access request from the UE and assign resources for initiating the

RRC connection.

. Sets up the RRC connection with the UE. SRB1 is set up at this point. Starting at this

point the gNB starts assigning downlink and uplink resources to the UE.

. Transports the Registration Request from the UE to the AMF.

Carries the NAS signalling between the UE and the gNB.

The 5G Core initiates the default PDU session setup. A Registration Accept is also

received from the UE.

Activates the default PDU session via the RRC Reconfiguration message. It also

transports the Registration Complete message to the AMF.

The downlink and uplink data flow takes place between the UE and the Internet.

3. The AMF or Access Mobility Function coordinates the 5G Standalone registration

procedure.

Handles the Initial UE Message from the gNB. This message carries the Registration

Request from the UE.
On receiving the Registration Request, the AMF obtains the UE context.

AMF updates the SMF context and sends an Initial Context Setup Request to activate
the default PDU session. The message also carries the Registration Accept message
from the AMF.

When the gNB signals that the Initial Context setup has been completed, the AMF
updates the SMF context.

The AMF also notifies the SMF when the session is ready for uplink and downlink data

transfer.
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f. All messages related to session management are forwarded over the N11 reference

interface to the Session Management Function (SMF).

4. The SMF or Session Management Function serves as a control plane entity and it is

responsible for the session management.
a. The SMF assigns an IP address to be used for sending uplink data.
b. The SMF selects the UPF to be used for the session.

c. The SMF updates the UPF using PFCP messages via the N4 control-data plane

interface.
5. The UPF or User Plane function is a data plane component that handles user data.

a. The UPF is completely controlled from the SMF using the N4 interface. The SMF uses
the Packet Forwarding Control Protocol (PFCP) to update the data plane.

b. The UPF is responsible for packet routing and forwarding, packet inspection, QoS
handling, and external PDU session for interconnecting Data Network (DN), in the 5G

architecture.

c. The UPF represents the data plane evolution of a Control and User Plane Separation
(CUPS) strategy and is introduced as an extension to existing Evolved Packet Cores
(EPCs).

d. The UPF identifies user plane traffic flow based on information received from the SMF
over the N4 reference point. The N4 interface employs the Packet Forwarding Control
Protocol (PFCP).

3.15.1 5G Interfaces

5G Interfaces present in NetSim are as follows:

5G_N1_N2: N1-N2 is the reference point between the gNB (gNodeB) and the AMF.
5G_Na3: Interface between the RAN (gNB) and the (UPF).

5G_N4: Interface between the Session Management Function (SMF) and the UPF
5G_NG6: Interface between the Data Network (DN) and the UPF.

5G_N11: Interface between the SMF and AMF.

5G_XN: Interface between two RAN (gNB) nodes.

o g s~ w N PRE
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Figure 3-32: 5G Network scenario depicting the 5G Interfaces in NetSim
The NG-AP interface (N2) provides control plane interaction between the gNB and the AMF.
In NetSim, this interface is modelled in an abstract manner, with direct interaction between the
gNB and the AMF. The encoding of NGAP messages and information elements specified in
[TS36413] is not implemented.

The NG-AP primitives that are modelled are:

INITIAL UE MESSAGE AND REGISTRATION REQUEST

INITIAL CONTEXT SETUP REQUEST

INITIAL CONTEXT SETUP RESPONSE AND REGISTRATION COMPLETE
PATH SWITCH REQUEST

PATH SWITCH REQUEST ACKNOWLEDGE

o > wnh e

The N11 interface provides control plane interaction between the SMF and the AMF using the
GTPv2-C protocol specified in [TS29274]. In NetSim, this interface is modelled with direct
interaction between the SMF and the AMF objects, without implementing the encoding of the

messages.
The N11 primitives that are modelled are:

CREATE SESSION REQUEST
CREATE SESSION RESPONSE
MODIFY BEARER REQUEST
MODIFY BEARER RESPONSE

w0 N PE

Of these primitives, the first two are used during the initial UE attachment for the establishment
of the N2-U bearers; the other two are used during handover to switch the N2-U bearers from
the source gNB to the target gNB because of the reception by the AMF of a PATH SWITCH
REQUEST NG-AP message.
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3.15.2 Cell Selection and UE attach procedure

o k]
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Figure 3-33: A 5G network scenario with a Single UE connected to a gNB which is connected to the
5G Core and the UE downloads data from the Server (Wired Node)

As an example, consider a 5G network scenario with 5G Core devices (which consists of AMF,
SMF, UPF and three L2 Switches), a UE which is connected to a gNB, and in the server side,
a Wired Node which is connected to a Router which is connected to the 5G core via UPF.
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Figure 3-34: UE Attach Procedure
The attachment process is as follows:
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1. Radio Resource Control — MIB(Master Information Block) packets are broadcast by each

gNB to all the UEs. These packets are transmitted periodically every 80 ms.

= [f the number of gNBs is ‘m’ and the number of UEs is ‘n’, then the number of MIB

packets transmitted each time will be ‘m x n’

= The transmission of MIB packet starts from the MAC Layer. The transmission time can

be calculated from the MAC Layer Arrival Time in the packet trace.

= The size of each MIB packet is 8 Bytes and can be observed in the Phy Layer Payload

field in the packet trace.

2. RRC System Information Block 1 packets are broadcast by the gNBs to all the UEs. These

packets are transmitted periodically every 160ms.

= The transmission of SIB1 packet starts from the MAC Layer. The transmission time can

be calculated from the MAC Layer Arrival Time in the packet trace.

= |f the number of gNBs is ‘m’ and the number of UEs is ‘n’, then the number of MIB

packets transmitted each time will be ‘m x n’

= The size of each SIB1 packet is 8 Bytes. This can be observed in the Phy Layer
Payload field in the packet trace.

3. After the first set of packets, the cell selection occurs as explained below.
= The UE attaches itself initially to the gNB from which it receives the highest SNR.
= |f SNR from multiple gNBs is equal, the UE will attach to the gNB with the lowest ID.

= The gNB to which the UE is connected by the user in NetSim GUI at the network design
stage, is only for visual purposes. It plays no role in determining which gNB the UE will
attach to

4. RRC System Information are broadcast by the selected gNBs to all UEs when the cell

selection is complete.

= The SI packet is sent only once during the simulation. It is not sent after every

Handover.
= |t occurs at 160.9ms.

= The transmission of Sl packet starts from the MAC Layer. The transmission time can

be calculated from the MAC Layer Arrival Time in the packet trace.

= The size of each Sl packet is 8 Bytes. The size of the packet can be calculated from

the Phy Layer Payload field in the packet trace.
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5. The RRC Setup Request will be sent by the UE to the connected gNB within 2.5ms of
receipt of RRC SI packet

= The RRC Setup Request is sent with the random UE-Identity and an establishment
cause. This can be observed in the Headers column of the packet trace.

6. The RRC Setup message is used to establish SRB1.

= Selected gNB sends the setup to UE which contains RRCTransactionldentifier,
RRCResponsetype, PDCP Properties: UEID and GNBID, DiscardDelayTimer,
T_Reordering, Hdr Type, SN=0, dcBit.

= RRC Setup Packet Size is 24 Bytes. The size of the packet can be calculated from the
Phy Layer Payload field in the packet trace.

= UE stops the timer (T300) when it receives the RRC Setup message.
= UE makes a transition to RRC connected mode.

7. The RRC Setup Complete message is used to confirm the successful completion of an

RRC connection establishment.
= UE sends this message on receipt of the RRC Setup message.

= Contains RRCTransactionldentifier, SelectedPLMNIdentity, AMFIdentifier, Gaumi
Type, Hdr Type, SN, dcBit
8. UE sends UE_MEASUREMENT_REPORT to the connected gNB. The measurement
report is sent by each UE to its serving gNB and it contains SINR from all gNBs

If the SNR from another gNB is offset greater than SNR from serving gNB, it leads to handover.
After the handover procedure is completed RRC Reconfiguration would happen between
target gNB and UE. The UE will then send the UE MEASUREMENT REPORT to this gNB.

These can be observed in the NetSim Packet Trace.

PACKET_ID| ~ |SEGMENT_ID| = |PACKET_TYPE| * |CONTROL PACKET TYPE/APP NAME -T|SOURCE ID| v | DESTINATION ID ¥  TRANSMITTER ID| v RECEIVER ID * INW LAYER ARRIVAL TIME(US) v [MAC LAYER ARRIVAL TIME(US) v | PHY_LAYER

0 N/A Control_Packet JRRC_MIB GNB-7 Broadcast-0 GNB-7 UE-8 N/A 80000
0N/A Control_Packet JRRC_SIB1 GNB-7 Broadcast-0 GNB-7 UE-3 N/A 160000
0 N/A Control_Packet JRRC_MIB GNB-7 Broadcast-0 GNB-7 UE-8 N/A 160000
0/N/A Control_Packet JRRC_S! GNB-7 UE-8 GNB-7 UE-8 N/A 160999
0 N/A Control_Packet JRRC_SETUP_REQUEST UE-8 GNB-7 UE-8 GNB-7 N/A 161999
0N/A Control_Packet JRRC_SETUP GNB-7 UE-8 GNB-7 UE-3 N/A 162999
0 N/A Control_Packet §RRC SETUP COMPLETE UE-8 GNE-7 UE-8 GNE.7 N/A 163999
0 0 Control_Packet |INITIAL_UE_MSG_AND_REGISTRATION_FGNB-7 AMF-3 GNB-7 SWITCH-5 164999 164999
0 0 Control Packet INITIAL UE MSG_AND REGISTRATION FGNB-7 AMF-3 SWITCH-5 AMF-3 164993 164993

Figure 3-35: RRC connection establishment in Packet Trace

3.15.3 5G Core connection management process
This functionality is based on (3gpp 38.413)

1. The gNB will introduce the UE to the 5G Core after the initial gNB- UE attachment process.
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2. The gNB will send Initial UE message and Registration request to the selected AMF (In
NetSim, there is only one AMF). The message will be transmitted when gNB receives the
first NAS message to be transmitted from the radio link after the RRC Setup Complete

3. Upon receiving the UE message and registration request, the AMF will send Create
Session Request to the SMF in-order to create a session for the UE.

4. The SMF will send the PFCP Session Request to UPF to denote that the UE is present in
the network and the data packet flow may occur to UPF and to create/ establish/ modify
PFCP session for UE.

5. Further, AMF will send the Initial Context Setup Request to the gNB to confirm the setup
of a UE context.

6. The gNB will send Initial Context Setup and Registration Complete message to the AMF

and then the UE will be associated with the core.

These can be observed in NetSim Packet Trace file

PACKET ID| ~ | SEGMENT ID[~ | PACKET TYPE|~ | CONTROL PACKET TYPE/APP_NAME |7 SOURCE ID[~ | DESTINATION ID[ | TRANSMITTER ID| ~ | RECEIVER ID[~ |APP_LAYER ARRIVAL TIME{US)|~|TRX LAYER ARRIVAL TIME(\
0 N/A Control_Packet RRC_MIB GNB-7 Broadcast-0 GNB-7 UE-8 N/A N/A
o/N/A Control_Packet RRC_SIB1 GNB-7 Broadcast-0 GNB-7 UES N/A N/A
0 N/A Control_Packet RRC_MIB GNB-7 Broadcast-0 GNB-7 UES N/A N/A
0|N/A Control_Packet RRC_SI GNB-7 UE-8 GNB-7 UE-8 N/A N/A
0 N/A Control_Packet RRC_SETUP_REQUEST UES GNB-7 UE-8 GNB-7 N/A N/A
o|N/A Control_Packet RRC_SETUP GNB-7 UE-8 GNB-7 UE-8 N/A N/A
0 N/A Control_Packet RRC_SETUP COMPLETE UE-8 GNB-7 UE-§ GNB-7 N/A N/A
0 0 Control_packet [INITIAL_UE_MSG_AND_REGISTRATION_REQUEST GNB-7 AMF-3 GNEB-7 SWITCH-5 64999 1
0 0 Control_Packet | INITIAL_UE_MSG_AND_REGISTRATION_REQUEST GNB-7 AMF-3 SWITCH-5 AMF-3 164999 1
0 0/ Control_Packet | CREATE_SESSION_REQUEST AMF-3 SMF-2 AMF-3 SMF-2 165035.24 165(|
0 0 Control_Packet | PFCP_SESSION_REQUSET SMF-2 UPF-1 SMF-2 UPF-1 165053.36 165(|
0 0 Control_Packet | PFCP_SESSION_RESPONSE UPF-1 SMF-2 UPF-1 SMF-2 165071.48 165(|
0 0 Control_Packet | CREATE_SESSION_RESPONSE SMF-2 AMF-3 SMF-2 AMF-3 165089.6 165
0 0 Control_Packet | INITIAL_CONTEXT_SETUP_REQUEST AMF-3 GNB-7 AMF-3 SWITCH-5 165107.72 1651
0 0 Control_Packet | INITIAL_ CONTEXT_SETUP_REQUEST AMF-3 GNB-7 SWITCH-5 GNB-7 165107.72 1651
0 0/ Control_Packet | INITIAL_CONTEXT_SETUP_RESPONSE_REGISTRATION_COMPLETE | GNB-7 AMF-3 GNE-7 SWITCH-5 165148.12 1651
0 0 Control_Packet | INITIAL_CONTEXT_SETUP_RESPONSE_REGISTRATION_COMPLETE ~ GNB-7 AMF-3 SWITCH-5 AMF-3 165148.12 1651
0 N/A Control_Packet SIATUSPDU = CNE- = TN N 1y
0 N/A Control_Packet STATUSPDU UES GNB-7 UE-8 GNB-7 N/A N/A
0/N/A Control_Packet UE_MEASUREMENT_REPORT UES GNB-7 UE-8 GNB-7 N/A N/A
0 N/A Control_Packet RRC_MIB GNB-7 Broadcast-0 GNB-7 UE-3 N/A N/A
o|N/A Control_Packet STATUSPDU UE-8 GNB-7 UE-§ GNB-7 N/A N/A
0 N/A Control_Packet STATUSPDU UE-8 GNB-7 UE-8 GNB-7 N/A N/A
o/N/A Control_Packet STATUSPDU UES GNB-7 UE-8 GNB-7 N/A N/A
0 N/A Control_Packet STATUSPDU UES GNB-7 UE-8 GNB-7 N/A N/A
olN Control Packet RRC SIBI GNB- Broadcast-0 GNB- UE- N N

Figure 3-36: 5G Core connection management process
When the UE attachment is completed, the data packets will be transmitted from the source
to the destination via the UPF.

3.16 5G Non-Stand Alone (NSA)

3.16.1 Overview

NSA leverages the existing LTE radio access and core network (EPC) to anchor 5G NR using
the Dual Connectivity feature. This solution provides a seamless option to deploy 5G services
with very less disruption in the network. The eNB is connected to the EPC through the LTE_S1
interface and to the gNB through the XN interface. The gNB can be connected to the EPC
through the LTE_S1 interface and other gNBs through the XN interface. Similarly, the eNBs
and gNBs will be connected to 5G Core through the N1_N2, and N3 interfaces and gNB-eNB
and gNB-gNB connections through the XN interface. The control packets like RRC MIB, RRC
SIB1, RRC Sl in NSA modes will be transmitted from the master nodes to the UE. Similarly,
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the UE will send the UE_MEASUREMENT_REPORT and RRC_SETUP messages to the
master nodes. The master node will be selected according to the deployment option selected.

The NSA modes in NetSim 5G module includes:

1. Option 3 where only LTE core/ EPC is present and no 5G Core devices are present. Here,

eNB is the Master Cell and gNB is the Secondary Cell. Option 3 is categorized into:
a. Option 3: Only eNB connects to EPC and eNB and gNB connects to the XN interface.

b. Option 3a: Both eNB and gNB connects to the EPC. gNB connects to the XN interface

and eNB does not XN interface.

2. Option 4 where only 5G Core devices are present, and EPC is not available. Here, gNB

is the Master Cell and eNB is the Secondary Cell. Option 4 is categorized into:

a. Option 4: Only gNB connects to all the 5G Core interfaces. eNB connects to the XN

interface.

b. Option 4a: gNB connects to all 5G Core interfaces and eNB connects to AMF and UPF

through respective interfaces.

3. Option 7 where only 5G Core devices are present, and EPC is not available. Here, eNB

is the Master Cell and gNB is the Secondary Cell. Option 7 is categorized into:

a. Option 7: eNB connects to all 5G Core interfaces. gNB connects only to the XN

interface.

b. Option 7a: gNB connects to all the 5G Core interfaces. eNB connects to AMF and UPF

through the respective interfaces.

LTE Core

LTE RAN 5GRAN |

Figure 3-37: NSA deployment - Option 3, Option 3a Networking modes
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LTE Core

5G Core

LTE Core 5G Core

|
|

LTE RAN 5G R RAﬂ

Figure 3-38: NSA deployment - Option 4, Option 4a Networking modes

7 7a

5G Core

Figure 3-39: NSA deployment - Option 7, Option 7a Networking modes
In Options 3, 4 and 7, the secondary node is not directly connected with the LTE-EPC/ 5G-
Core. On reception of a packet, the secondary node, transmits all packet to the master node
via the XN interface for uplink cases and for downlink cases, the core / EPC transmits the
packets to the master node and the master node splits the traffic between itself and the
secondary node, since there is no connection between the core and secondary node. The

master node also transmits the packets to the UE.

In options 3a, 4a and 7a, the split happens at the EPC/UPF.

3.16.2 Option 3/3a

The standardized NSA EPC networking architecture includes Option 3, and Option 3a

Non-standalone option 3 is where radio access network is composed of eNBs as the master
node and gNBs as the secondary. The radio access network is connected to EPC (Evolved
Packet Core).

3.16.2.1 Option 3

Option 3 represents a network having both LTE and NR radio access but using only the EPC
core of LTE to route the Control signals. In this option, LTE is used as the control plane anchor

for NR, and both LTE and NR are used for user data traffic (user plane).

Option 3 involves routing of 5G data through the eNB.
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All uplink/downlink data flows to and from the LTE part of the LTE/NR base station, i.e., to and
from the eNB. The eNB then decides which part of the data it wants to forward to the 5G gNB
over the XN interface. The gNB never communicates with the 4G core network directly.

In the Option 3 networking mode, the XN interface traffic between eNB and gNB.
Traffic is split across 4G and 5G at eNodeB. Hence, eNB is the Master Cell.

In NetSim Option 3 of NSA mode connects the eNB to the EPC using LTE_S1 interface. The
gNBs and eNBs are inter-connected in option 3 using the XN interface via a Layer 2 Switch
and the UEs present in the network consists of two interfaces, an LTE interface and a 5G_RAN

interface.

The data flows from the eNB and the eNB decides which part of data is to be forwarded to the

gNB over the XN interface.

EEREPZ I
.\_/
e
-
,[x)f / _ ¥ :_—\. 2 ! : (‘A:’) \ 3
eNB4 ] Lé;-,:n:r_j ! - g'\JB,

Figure 3-40: NSA deployment - Option 3 networking mode in NetSim
3.16.2.2 Option 3a

In the option 3a, both the eNB and the gNB can directly talk to the LTE core network but they
cannot directly talk with each other over the XN interface. This means that a single data bearer
cannot share the load over LTE and NR.

There is only control plane traffic in the XN interface. The dynamic switching between 5G and
4G is not supported in Option 3a. The traffic is split across 5G and 4G at the EPC.

In NetSim Option 3a of NSA mode connects the eNB and gNB to the EPC using LTE_S1
interface. Hence, the eNB and gNB can directly communicate with the EPC. Since XN interface
is not present for eNB and it is present for gNB in this deployment option, gNB and eNB cannot
communicate with each other. the UEs present in the network consists of two interfaces, an
LTE interface and a 5G_RAN interface.
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Figure 3-41: NSA deployment - Option 3a networking mode in NetSim
3.16.3 Option 4/4a

The EPC or the LTE Core in Option 3/3a is replaced by the 5G Core in Option 4. The master
node is the LTE NR cell or gNB and the secondary node is LTE cell or eNB.

3.16.3.1 Option 4

In Option 4 of Non-Stand-alone mode, both LTE and 5G NR radio access technologies are
deployed and controlled through only the 5G Core, i.e., AMF, SMF and UPF.

The gNB has both the NG-U and NG-C interfaces. Both eNB and gNB connects over the XN
interface. The interface between gNB and AMF is called N2 interface and the interface
between gNB and UPF is called N3 interface, So the control plane is over N2 interface and

user plane is over N3 interface.

The eNB is not connected to 5G Core, hence data traffic is split over the XN interface. The
gNB is connected to 5G Core with NG-U and NG-C.

In NetSim, the gNB is connected to the UPF via Switch_4 using the 5G_N3 interface and to
the AMF via Switch_5 using the 5G_N1_N2 interface, hence, gNB communicates directly with
the 5G Core and eNB does not communicate directly with the 5G Core. The gNBs and eNBs
are inter-connected using the XN interface via a Layer 2 Switch and the UEs present in the

network consists of two interfaces, an LTE interface and a 5G_RAN interface.
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Figure 3-42: NSA deployment- Option 4 networking mode in NetSim
3.16.3.2 Option-4a

In Option 4a, the eNB is not connected to gNB over XN interface, but it is connected to 5G
Core over the NG-U interface.

The gNB has both NG-U and NG-C interface. Data traffic is split between 4G and 5G at the
5G Core, specifically the UPF.

In NetSim, the gNB and eNB are connected to the UPF via Switch_4 using the 5G_N3 interface
and to the AMF via Switch_5 using the 5G_N1_N2 interface. The gNBs we can inter-connected
using the XN interface and does not have XN interface for eNBs. hence direct communication
between eNB and gNB is not possible. The UEs present in the network consists of two

interfaces, an LTE interface and a 5G_RAN interface.
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LTE e \“\ 5G RAN

Figure 3-43: NSA deployment- Option 4a networking mode in NetSim
3.16.4 Option 7/7a

The eNB has NG-U and NG-C interfaces to 5G Core and eNB connects with gNB over XN
interface. The master node is the LTE cell or eNB and the secondary node is the LTE-NR cell
or gNB in these deployment options.

3.16.4.1 Option-7

In Option 7, the gNB does not communicate to 5G Core. Data traffic flows through eNB
communicating to and from the 5G Core. Some part of the data can be transferred through
gNB over the XN interface.

In NetSim, the eNBs are connected to the UPF via Switch_4 using the 5G_N3 interface and
to the AMF via Switch_5 using the 5G_N1 N2 interface. The gNBs and eNBs are inter-
connected using the XN interface and hence direct communication between eNB and gNB is
possible. The UEs present in the network consists of two interfaces, an LTE interface and a
5G_RAN interface. The data is delivered to the UE when it comes to the 5G NR through the
LTE-RAN.
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Figure 3-44: NSA deployment- Option 7 networking mode in NetSim
3.16.4.2 Option-7a

In Option 7a, eNB and gNB are not connected via the XN interface and instead gNB is
connected to 5G Core over NG-U. The eNB is connected to 5G Core over NG-C and NG-U.
Data traffic is split at the 5GC (UPF).

In NetSim, the gNB and eNB are connected to the UPF via Switch_4 using the 5G_N3 interface
and to the AMF via Switch_5 using the 5G_N1 N2 interface. The gNBs does not have an XN
Interface and eNBs inter-connected using the XN interface and hence direct communication
between eNB and gNB is not possible. The UEs present in the network consists of two

interfaces, an LTE interface and a 5G_RAN interface.

The user data goes directly from the 5G Core to the gNB and then to the UE.

5G_N1_N2

.’." \ /).’_. - N
LTE r "~ P 5G_RAN
s B.g
UES

]

Figure 3-45: NSA deployment- Option 7a networking mode in NetSim
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3.17 NSA Packet Flow

3.17.1 Option 3

Consider the following network scenario:

a0
3 \en S

Router_6 Wired_Node_7

T =2 __[n*
[ A 2 “2) ’APP',CH\_--J
-7 gnNB_4

eMB 3 ™~ L2 Switch_2

UES

Figure 3-46: NSA deployment - Option 3 networking mode in NetSim

All the devices have the default properties, application start time was set to 1s and scenario is

simulated for 10s.

eNB is the Master Node and gNB is the Secondary Node in Options 3, 3a.

The packet flow in the network takes place as explained below:

1.

The MN, eNB will broadcast the RRC_MIB packets to the UE every 40 ms and RRC_SIB1
every 80 ms.

After the transmission of the RRC_MIB and RRC_SIB1 packets, the eNB will send
RRC_SI packet to the UE.

3. After reception of RRC_SI packet, UE will send RRC_Setup_Request to the eNB.

On receiving the RRC_Setup_Request packet, the eNB will acknowledge the request by
transmitting RRC_Setup packet to the UE.

The UE will send back the RRC_Setup_Complete packet on the receipt of RRC_Setup
message.

After the RRC connection, the MN node will send
DC_SEC_CELL_ADDITION_REQUEST to the SN via the L2Switch.

On the receipt of this secondary cell addition request, the SN sends back the response
packet, i.e. DC_SEC_CELL_ADDITION_RESPONSE.

The UE will now send the UE_MEASUREMENT_REPORT every 120 ms to the MN which
contains the SNR information. The time interval at which the measurement report is to be
transmitted can be set by the user in the eNB/ gNB properties-> Interface_ LTE/ 5G_RAN

-> Datalink Layer.
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9. After the UE attachment procedure, the data packets will be transmitted from the server
to the UE based on the splitting algorithm.

10. As per the current splitting algorithm in NetSim, the first data packet will be transmitted to
the EPC and from the EPC it goes to the MN, eNB, and from the eNB it will be transmitted
to the UE.

11. The second data packet will flow to eNB from EPC and then to the gNB through the
L2Switch (via XN interface) and then to the UE.

12. Similarly, the third packet will flow through the MN, fourth through the SN and so on.

Packet flow can be analyzed using NetSim’s Packet Animation. Packet flow can be analyzed

using the Packet Trace log file as shown below:

A B < D E F G H 1 L M
PACKET_ID[-T| SEGMENT_ID[ - | PACKET_TYPE[ - | CONTROL_PACKET_TYPE/APP_NAME[.Y| SOURCE_ID - | DESTINATION_ID| - | TRANSMITTER_ID| - |RECEIVER_ID[~ | MAC_LAYER_ARRIVAL_TIME(US) - | PHY_LAYER_ARRIVAL TIME(US) ~ | PHY_LAYER ST,
1 0 CBR Appl_CBR NODE-7 UE-S NODE-7 ROUTER-6 1000000 1000000
2 0 CBR Appl_CBR NODE-7 UE-S NODE-7 ROUTER-6 1000116 1000122.08
1 0 CBR Appl_CBR NODE-7 UE-5 ROUTER-6 EPC-1 1000126.12 1000126.12
3 0/ CBR Appl_CBR NODE-7 UE-5 NODE-7 ROUTER-6 1000232 1000244.16
2 0 CBR Appl_CBR NODE-7 UES ROUTER-6 EPC-1 1000248.2 1000248.2
1 0/ CBR Appl_CBR NODE-7 UE-5 EPC-1 ENB-3 1000250.16 1000250.16
4 0 CBR Appl_CBR NODE-7 UE-S NODE-7 ROUTER-6 1000348 1000366.24
E] 0 CBR Appl_CBR NODE-7 UE-S ROUTER-6 EPC-1 1000370.28 1000370.28
2 0 CBR Appl_CBR NODE-7 UE-5 EPC-1 ENB-3 1000372.24 1000372.24
4 0/ CBR Appl_CBR NODE-7 UE-5 ROUTER-6 EPC-1 1000492.36 100049236
E] 0 CBR Appl_CBR NODE-7 UES EPC1 ENB-2 1000494.32 1000494.32
2 0/ CBR Appl_CBR NODE-7 UE-5 ENB-3 SWITCH-2 1000496.28 1000496.28
4 0 CBR Appl_CBR NODE-7 UE-S EPC-1 ENB-3 1000616.4 1000616.4
2 0 CBR Appl_CBR NODE-7 UE-S SWITCH-2 GNB-4 1000496.28 1000624
a 0 CBR Appl_CBR NODE-7 UE-5 ENB-3 SWITCH-2 1000740.44 1000740.44
4 0/ CBR Appl_CBR NODE-7 UE-5 SWITCH-2 GNB-4 1000740.44 1000868.16
1 0 CBR Appl_CBR NODE-7 UES ENB-3 UES 1000374.2 1001000
1 0/ CBR Appl_CBR NODE-7 UE-5 ENB-3 UES 1000374.2 1001000
3 0 CBR Appl_CBR NODE-7 UE-S ENB-3 UES 1000618.36 1001000
2 0 CBR Appl_CBR NODE-7 UE-S GNE-4 UES 1000496.28 1001000
a 0 CBR Appl_CBR NODE-7 UE-5 GNB-4 UES 1000740.44 1001000
4 0/ CBR Appl_CBR NODE-7 UE-5 GNB-4 UES 1000740.44 1001000
E] 0 CBR Appl_CBR NODE-7 UES ENB-3 UES 1000618.36 1003000
Packet Trace Pivot Table(TX-RX) Pivot Table(Custom) @® « »
61010 records found i B = ] + 1008

Figure 3-47: Packet flow can be analyzed using the Packet Trace

3.17.2 Option 3a

Consider the following network scenario:
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Figure 3-48: NSA deployment - Option 3a networking mode in NetSim
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All the devices have the default properties, application start time was set to 1s and scenario is

simulated for 10s.

The packet flow in the network takes place as explained below:

1.

The MN, eNB will broadcast the RRC_MIB packets to the UE every 40 ms and RRC_SIB1
every 80 ms.

After the transmission of the RRC_MIB and RRC_SIB1 packets, the eNB will send
RRC_SI packet to the UE.

3. After reception of RRC_SI packet, UE will send RRC_Setup_Request to the eNB.

10.

11.
12.

On receiving the RRC_Setup_Request packet, the eNB will acknowledge the request by
transmitting RRC_Setup packet to the UE.

The UE will send back the RRC_Setup_Complete packet on the receipt of RRC_Setup
message.

After the RRC connection, the MN node will send
DC_SEC_CELL_ADDITION_REQUEST to the SN via the EPC.

On the receipt of this secondary cell addition request, the SN sends back the response
packet, i.e. DC_SEC_CELL_ADDITION_RESPONSE.

The UE will now send the UE_MEASUREMENT_REPORT every 120 ms to the MN which
contains the SNR information. The time interval at which the measurement report is to be
transmitted can be set by the user in the eNB/ gNB properties-> Interface_ LTE/ 5G_RAN
-> Datalink Layer.

After the UE attachment procedure, the data packets will be transmitted from the server
to the UE based on the splitting algorithm.

As per the current splitting algorithm in NetSim, the first data packet will be transmitted to
the EPC and from the EPC it goes to the MN, eNB, and from the eNB it will be transmitted
to the UE.

The second data packet will flow from EPC to the gNB and then to the UE.

Similarly, the third packet will flow through the MN, fourth through the SN and so on.

Packet flow can be analyzed using NetSim’s Packet Animation. Packet flow can be analyzed

using the Packet Trace log file as shown below:
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A B i« D E F G H L M N

PACKET_ID|-T/ SEGMENT_ID| ~ | PACKET_TYPE| | CONTROL_PACKET_TYPE/APP_NAME|-¥| SOURCE_ID[~ | DESTINATION_ID|~ | TRANSMITTER_ID|~ |RECEIVER_I[ ~ | MAC_LAYER_ARRIVAL TIME(US) ~ |PHY_LAYER_ARRIVAL_TIME(US)|~|PHY_LAYER STAR]
1 0 CBR App1_CBR NODE-7 UE- NODE-7 ROUTER-6 1000000 1000000
1 0/cer Appl_CBR NODE-7 UE-S ROUTER-6 EPC-1 1000126.12 1000126.12
1 0 CBR Appl_CBR NODE-7 UE-5 EPC-1 ENB-3 1000250.16 1000250.16
2 0/CBR Appl_CBR NODE-7 UE-5 NODE-7 ROUTER-6 1001168 1001168
2 0 CBR Appl_CBR NODE-7 UE-5 ROUTER-6 EPC-1 1001294.12 1001294.12
1 0/CBR Appl_CBR NODE-7 UE-5 ENB-3 UE-S 1000374.2 1001000
1 0 CBR Appl_CBR NODE-7 UE-5 ENB-3 UE-5 1000374.2 1001000
2 0/CBR Appl_CBR NODE-7 UE-5 EPC-1 GNB-4 1001418.16 1001418.16
3 0 CBR Appl _CBR NODE-7 UE-5 NODE-7 ROUTER-6 1002336 1002336
3 0 CBR Appl_CBR NODE-7 UE-5 ROUTER-6 EPC-1 1002462.12 1002462.12
3 0 CBR App1_CBR NODE-7 UE-S EPC-1 ENB-3 1002586.16 1002586.16
2 0 CBR Appl_CBR NODE-7 UE-5 GNB-4 UE-S 1001542.2 1002000
3 0 CeR Appl_CBR NODE-7 UE-S ENB-3 UES 1002710.2 1003000
3 0 CBR Appl CBR NODE-7 UE-5 ENB-3 UE-5 1002710.2. 1003000
4 0 CBR App1_CBR NODE-7 UE-S NODE-7 ROUTER-6 1003504 1003504
4 0 CBR Appl CBR NODE-7 UE-5 ROUTER-6 EPC-1 1003630.12 1003630.12.
4 0 CBR App1_CBR NODE-7 UE-S EPC-1 GNB-4 1003754.16 1003754.16
4 0 CBR Appl CBR NODE-7 UE-5 GNB-4 UE-5 1003878.2. 1004000

Packet Trace | Pivot Table(TX-Rx) Pivat Table(Custom) @ « »

Figure 3-49: Packet flow can be analyzed using the Packet Trace

3.17.3 Option 4

Consider the following network scenario:
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Figure 3-50: NSA deployment - Option 4 networking mode in NetSim
All the devices have the default properties, application start time was set to 1s and scenario is
simulated for 10s.

gNB is the Master Node and eNB is the Secondary Node in Options 4 and 4a.
The packet flow in the network takes place as explained below:

1. The MN, gNB will broadcast the RRC_MIB packets to the UE every 80 ms and RRC_SIB1
every 160 ms.

2. After the transmission of the RRC_MIB and RRC_SIB1 packets, the gNB will send
RRC_SI packet to the UE.
After reception of RRC_SI packet, UE will send RRC_Setup_Request to the gNB.
On receiving the RRC_Setup_Request packet, the gNB will acknowledge the request by
transmitting RRC_Setup packet to the UE.
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The UE will send back the RRC_Setup Complete packet on the receipt of RRC_Setup
message.

The gNB will send INITIAL_UE_MSG_AND_REGISTRATION_REQUEST to the AMF via
L2Switch_5 through the N1_N2 interface.

AMF will send CREATE_SESSION_REQUEST to SMF through N11 interface.

SMF will send PFCP_SESSION_REQUEST to UPF through N4 interface.

UPF will send back the response packet to SMF, i.e, PFCP_SESSION_RESPONSE
SMF will send back the response packet to AMF, i.e., CREATE_SESSION_RESPONSE
AMF will send the INITIAL_CONTEXT_SETUP_REQUEST to the gNB via Switch_5.

On the receipt of Context setup request, gNB will send
INITIAL_CONTEXT_SETUP_RESPONSE_REGISTRATION_COMPLETE packet to the
AMF via switch_5 through the N1_N2 interface.

This marks the completion of UE registration process.

After the UE registration, the MN node will send DC_SEC CELL ADDITION_REQUEST
to the SN via the L2Switch_6.

On the receipt of this secondary cell addition request, the SN sends back the response
packet, i.e. DC_SEC_CELL_ADDITION_RESPONSE.

The UE will now send the UE_MEASUREMENT_REPORT every 120 ms to the MN which
contains the SNR information. The time interval at which the measurement report is to be
transmitted can be set by the user in the eNB/ gNB properties-> Interface_ LTE/ 5G_RAN
-> Datalink Layer.

After the UE attachment procedure, the data packets will be transmitted from the server
to the UE based on the splitting algorithm.

As per the current splitting algorithm in NetSim, the first data packet will be transmitted to
the UPF through the N6 interface and from the UPF it goes to the MN, gNB via Switch_4
through the N3 interface, and from the gNB it will be transmitted to the UE through the
RAN interface.

The second data packet will flow from UPF to the gNB via Switch_4 and from the gNB,
the packet gets transmitted to the eNB via Switch_6 through the XN interface and then to
the UE.

Similarly, the third packet will flow through the MN, fourth through the SN and so on.

Packet flow can be analyzed using NetSim’s Packet Animation. Packet flow can be analyzed

using the Packet Trace log file as shown below:
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A B C D E F G H L M

PACKET_ID|-T| SEGMENT_ID| ~ | PACKET_TYPE| ¥ | CONTROL_PACKET_TYPE/APP_NAME ¥ SOURCE_ID| ~ | DESTINATION_ID| ~ | TRANSMITTER_ID | * | RECEIVER_ID| ¥ | MAC_LAYER_ARRIVAL_TIME(US)| ¥ |PHY_LAYER_ARRIVAL_TIME(L|
1 0 CBR Appl CBR NODE-11 UE-9 NODE-11 ROUTER-10 1000000 101
1 0 CBR Appl CBR NODE-11 UE-3 ROUTER-10 UPF-1 1000126.12 10001
1 0 CBR Appl_CBR NODE-11 UE-9 UPF-1 SWITCH-4 1000250.16 10002
1 0/ CBR Appl_CBR NODE-11 UE-9 SWITCH-4 GNB-8 . 1000250.16 10003
2 0 CBR Appl CBR NODE-11 UE-3 NODE-11 ROUTER-10 1001168 101
2 0 CBR Appl_CBR NODE-11 UE-9 ROUTER-10 UPF-1 1001294.12. 10012
2 0 CBR Appl_CBR NODE-11 UE-9 UPF-1 SWITCH-4 1001418.16 10014
2 0 CBR Appl CBR NODE-11 UE-9 SWITCH-4 GNB-8 1001418.16 10015
2 0 CBR Appl_CBR NODE-11 UE-9 GNB-3 SWITCH-6 1001670.4 1001
2 0 CBR Appl_CBR NODE-11 UE-9 SWITCH-6 ENB-7 1001670.4 10017
1 0 CBR Appl _CBR NODE-11 UE-3 GNB-8 UE-9 1000502.4 101
3 0 CBR Appl_CBR NODE-11 UE-9 NODE-11 ROUTER-10 1002336 10
3 0 CBR Appl_CBR NODE-11 UE-9 ROUTER-10 UPF-1 1002462.12 10024
3 0 CBR Appl CBR NODE-11 UE-9 UPF-1 SWITCH-4 1002586.16 10025
3 0 CBR Appl_CBR NODE-11 UE-9 SWITCH-4 GNB-8 1002586.16 10027
2 0 CBR Appl_CBR NODE-11 UE-9 ENB-7 UE-9 1001670.4 101
2 0 CBR Appl _CBR NODE-11 UE-3 ENB-7 UE-9 1001670.4 101
4 0 CBR Appl_CBR NODE-11 UE-9 NODE-11 ROUTER-10 1003504 10
4 0 CBR Appl_CBR NODE-11 UE-9 ROUTER-10 UPF-1 1003630.12 10036
4 0 CBR Appl CBR NODE-11 UE-9 UPF-1 SWITCH-4 1003754.16 10037
3 0 CBR Appl_CBR NODE-11 UE-9 GNB-3 UE-9 1002838.4 10
4 0 CBR Appl_CBR NODE-11 UE-9 SWITCH-4 GNB-8 1003754.16 10038
4 0 CBR Appl CBR NODE-11 UE-9 GNB-8 SWITCH-6 1004006.4 1004
4 0 CBR Appl_CBR NODE-11 UE-9 SWITCH-6 ENB-7 1004006.4 10041
4 0 CBR Appl_CBR NODE-11 UE-9 ENB-7 UE-9 1004006.4 101
4 0/ CBR Appl CBR NODE-11 UE-9 ENB-7 UE-9 1004006.4 101
Packet Trace | Pivot Table(TX-R¥) Pivot Table(Custom) ® 4 »

Figure 3-51: Packet flow can be analyzed using the Packet Trace

3.17.4 Option 4a

Consider the following network scenario:

famy 10
ln)

Router_10

Figure 3-52: NSA deployment - Option 4a networking mode in NetSim
All the devices have the default properties, application start time was set to 1s and scenario is

simulated for 10s.
The packet flow in the network takes place as explained below:

1. The MN, gNB will broadcast the RRC_MIB packets to the UE every 80 ms and RRC_SIB1
every 160 ms.

2. After the transmission of the RRC_MIB and RRC_SIB1 packets, the gNB will send
RRC_SI packet to the UE.
After reception of RRC_SI packet, UE will send RRC_Setup_Request to the gNB.
On receiving the RRC_Setup_Request packet, the gNB will acknowledge the request by
transmitting RRC_Setup packet to the UE.
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The UE will send back the RRC_Setup_Complete packet on the receipt of RRC_Setup
message.

The gNB will send INITIAL_UE_MSG_AND_REGISTRATION_REQUEST to the AMF via
L2Switch_5 through the N1_N2 interface.

AMF will send CREATE_SESSION_REQUEST to SMF through N11 interface.

8. SMF will send PFCP_SESSION_REQUEST to UPF through N4 interface.

10.
11.
12.

13.
14.
15.
16.

17.

18.

19.

20.
21.

UPF will send back the response packet to SMF, i.e, PFCP_SESSION_RESPONSE
SMF will send back the response packet to AMF, i.e., CREATE_SESSION_RESPONSE.
AMF will send the INITIAL_CONTEXT_SETUP_REQUEST to the gNB via Switch_5.

On the receipt of Context setup request, gNB will send
INITIAL_CONTEXT_SETUP_RESPONSE_REGISTRATION_COMPLETE packet to the
AMF via switch_5 through the N1_N2 interface.

This marks the completion of UE registration process.

After the UE registration, the MN node will send

DC_SEC_CELL_ADDITION_REQUEST to the SN via the Switch_4.

On the receipt of this secondary cell addition request, the SN sends back the response
packet, i.e. DC_SEC_CELL_ADDITION_RESPONSE.

The UE will now send the UE_ MEASUREMENT_REPORT every 120 ms to the MN which
contains the SNR information. The time interval at which the measurement report is to be
transmitted can be set by the user in the eNB/ gNB properties-> Interface_ LTE/ 5G_RAN
-> Datalink Layer.

After the UE attachment procedure, the data packets will be transmitted from the server
to the UE based on the splitting algorithm.

As per the current splitting algorithm in NetSim, the first data packet will be transmitted to
the UPF through the N6 interface and from the UPF it goes to the MN, gNB via Switch_4
through the N3 interface, and from the gNB it will be transmitted to the UE through the
RAN interface.

The second data packet will flow from UPF to the eNB via Switch_4 and then to the UE.
Similarly, the third packet will flow through the MN, fourth through the SN and so on.

Packet flow can be analyzed using NetSim’s Packet Animation. Packet flow can be analyzed

using the Packet Trace log file as shown below:
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A 8 c D E F G H | J K

PACKET_ID[-T| SEGMENT_ID| ~ | PACKET_TYPE|~ | CONTROL_PACKET_TYPE/APP_NAME|-Y| SOURCE_ID |~ | DESTINATION_ID|~ | TRANSMITTER_ID| * | RECEIVER_ID[~ | APP_LAYER_ARRIVAL TIME(US) ~|TRX_LAYER_ARRIVAL TIME(US)|~ |NW_LAYER_ARRI
1 0 CBR Appl_CBR NODE-11 UE-9 NODE-11 ROUTER-10 1000000 1000000
1 0 ¢8R Appl_CBR NODE-11 UE-S ROUTER-10 UPF-1 1000000 1000000
1 0 CBR Appl_CBR NODE-11 UE-9 UPF-1 SWITCH-4 1000000 1000000
1 0/ CBR Appl_CBR NODE-11 UE-9 SWITCH-4 GNB-8 1000000 1000000
2 0 cBR Appl CBR NODE-11 UE-S NODE-11 ROUTER-10 1001168 1001168
2 0/CBR App1_CBR NODE-11 UE-9 ROUTER-10 UPF-1 1001168 1001168
2 0 CBR Appl CBR NODE-11 UE-9 UPF-1 SWITCH-4 1001168 1001168
2 0 CBR Appl_CBR NODE-11 UE-9 SWITCH-4 ENB-7 1001168 1001168
1 0 cBR Appl_CBR NODE-11 UE-9 GNB-8 UE-9 1000000 1000000
3 0/ CBR Appl_CBR NODE-11 UE-9 NODE-11 ROUTER-10 1002336 1002336
3 0 CBR Appl_CER NODE-11 UE-9 ROUTER-10 UPF-1 1002336 1002336
3 0/ CBR App1_CBR NODE-11 UE-9 UPF-1 SWITCH-4 1002336 1002336
3 0 CBR Appl CBR NODE-11 UE-9 SWITCH-4 GNB-8 1002336 1002336
2 0/ CBR Appl_CBR NODE-11 UE-9 ENB-7 UE-9 1001168 1001168
2 0 cBR Appl_CBR NODE-11 UE-9 ENB-7 UE-9 1001168 1001168
a 0/ CBR Appl_CBR NODE-11 UE-9 NODE-11 ROUTER-10 1003504 1003504
a 0 CBR Appl_CER NODE-11 UE-9 ROUTER-10 UPF-1 1003504 1003504
a 0/ CBR App1_CBR NODE-11 UE-9 UPF-1 SWITCH-4 1003504 1003504
3 0 cBR Appl CBR NODE-11 UE-9 GNB-8 UE-9 1002336 1002336
4 0/CBR Appl_CBR NODE-11 UE-9 SWITCH-4 ENB-7 1003504 1003504
a 0 CBR Appl_CBR NODE-11 UE-9 ENB-7 UE-9 1003504 1003504
a 0/ ¢BR Appl_CBR NODE-11 UE-9 ENB-7 UE-9 1003504 1003504

Packet Trace | FPivot Table(TX-RX) | Pivot Table(Custom) @ < >

Figure 3-53: Packet flow can be analyzed using the Packet Trace

3.17.5 Option 7

Consider the following network scenario:

a
=i

gNB_8

Figure 3-54: NSA deployment - Option 7 networking mode in NetSim

All the devices have the default properties, application start time was set to 1s and scenario is

simulated for 10s.
eNB is the MN and gNB is the SN in deployment options 7, 7a.
The packet flow in the network takes place as explained below:

1. The MN, eNB will send broadcast the RRC_MIB packets to the UE every 40 ms and
RRC_SIB1 every 80 ms.

2. After the transmission of the RRC_MIB and RRC_SIB1 packets, the eNB will send
RRC_SI packet to the UE.
After reception of RRC_SI packet, UE will send RRC_Setup_Request to the eNB.
On receiving the RRC_Setup_Request packet, the eNB will acknowledge the request by
transmitting RRC_Setup packet to the UE.
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The UE will send back the RRC_Setup_Complete packet on the receipt of RRC_Setup
message.

The eNB will send INITIAL_UE_MSG_AND_REGISTRATION_REQUEST to the AMF via
L2Switch_5 through the N1_N2 interface.

AMF will send CREATE_SESSION_REQUEST to SMF through N11 interface.

SMF will send PFCP_SESSION_REQUEST to UPF through N4 interface.

UPF will send back the response packet to SMF, i.e, PFCP_SESSION_RESPONSE
SMF will send back the response packet to AMF, i.e.,

CREATE_SESSION_RESPONSE.

AMF will send the INITIAL_CONTEXT_SETUP_REQUEST to the eNB via Switch_5.

On the receipt of Context setup request, eNB will send
INITIAL_CONTEXT_SETUP_RESPONSE_REGISTRATION_COMPLETE packet to the
AMF via switch_5 through the N1_N2 interface.

This marks the completion of UE registration process.

After the UE registration, the MN node will send DC_SEC_CELL_ADDITION_REQUEST
to the SN via the Switch_6.

On the receipt of this secondary cell addition request, the SN sends back the response
packet, i.e., DC_SEC_CELL_ADDITION_RESPONSE.

The UE will now send the UE_MEASUREMENT_REPORT every 120 ms to the MN which
contains the SNR information. The time interval at which the measurement report is to be
transmitted can be set by the user in the eNB/ gNB properties-> Interface_ LTE/ 5G_RAN
-> Datalink Layer.

After the UE attachment procedure, the data packets will be transmitted from the server
to the UE based on the splitting algorithm.

As per the current splitting algorithm in NetSim, the first data packet will be transmitted to
the UPF through the N6 interface and from the UPF it goes to the MN, eNB via Switch_4
through the N3 interface, and from the eNB it will be transmitted to the UE through the
LTE interface.

The second data packet will flow from UPF to the eNB via Switch_4 and then from eNB
to the gNB via Switch_6 through XN interface and then to the UE.

Similarly, the third packet will flow through the MN, fourth through the SN and so on.

Packet flow can be analyzed using NetSim’s Packet Animation. Packet flow can be analyzed

using the Packet Trace log file as shown below:
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A B C D E F G H | J Ko~
PACKET_ID|-¥| SEGMENT_ID | ~ | PACKET_TYPE » CONTROL_PACKET TYPE/APP_NAME .Y SOURCE_ID| ~ | DESTINATION_ID| v | TRANSMITTER ID ~ |RECEIVER ID| v |APP_LAYER ARRIVAL TIME(US) ~ |TRX_LAYER_ARRIVAL TIME[US) |~ |NW_LAYER ARRI\
1 0 CBR Appl_CBR NODE-11 UE-9 NODE-11 ROUTER-10 1000000 1000000
1 0 CBR Appl CBR NODE-11 UE-9 ROUTER-10 UPF-1 1000000 1000000
1 0 CBR Appl CBR NODE-11 UE-9 UPF-1 SWITCH-4 1000000 1000000
1 0 CBR Appl CBR NODE-11 UE-9 SWITCH-4 ENB-7 . 1000000 1000000
2 0 CBR Appl CBR NODE-11 UE-9 NODE-11 ROUTER-10 1001168 1001168
2| 0 CBR Appl_CBR NODE-11 UE-9 ROUTER-10 UPF-1 1001168 1001168
1 0 CBR Appl_CBR NODE-11 UE-9 ENB-7 UE-9 1000000 1000000
1 0 CBR Appl_CBR NODE-11 UE-9 ENB-7 UE-9 1000000 1000000
2 0 CBR Appl_CBR NODE-11 UE-9 UPF-1 SWITCH-4 1001168 1001168
2 0 CBR Appl_CBR NODE-11 UE-9 SWITCH-4 ENB-7 1001168 1001168
2 0 CBR Appl_CBR NODE-11 UE-9 ENB-7 SWITCH-6 1001168 1001168
2 0 CBR Appl CBR NODE-11 UE-9 SWITCH-6 GNB-8 1001168 1001168
3 0 CBR Appl CBR NODE-11 UE-9 NODE-11 ROUTER-10 1002336 1002336
3 0 CBR Appl CBR NODE-11 UE-9 ROUTER-10 UPF-1 1002336 1002336
3 0 CBR Appl_CBR NODE-11 UE-9 UPF-1 SWITCH-4 1002236 1002336
3 0 CBR Appl CBR NODE-11 UE-9 SWITCH-4 ENB-7 1002336 1002336
2 0 CBR Appl_CBR NODE-11 UE-9 GNB-8 UE-9 1001168 1001168
3 0 CBR Appl CBR NODE-11 UE-9 ENB-7 UE-9 1002336 1002336
3 0 CBR Appl CBR NODE-11 UE-9 ENB-7 UE-9 1002336 1002336
4 0 CBR Appl CBR NODE-11 UE-9 NODE-11 ROUTER-10 1003504 1003504
4 0 CBR Appl_CBR NODE-11 UE-9 ROUTER-10 UPF-1 1003504 1003504
4 0 CBR Appl_CBR NODE-11 UE-9 UPF-1 SWITCH-4 1003504 1003504
4 0 CBR Appl_CBR NODE-11 UE-9 SWITCH-4 ENB-7 1003504 1003504
4 0 CBR Appl_CBR NODE-11 UE-9 ENB-7 SWITCH-6 1003504 1003504
4 0 CBR Appl_CBR NODE-11 UE-9 SWITCH-6 GNB-8 1003504 1003504
4 0 CBR Appl CBR NODE-11 UE-9 GNB-8 UE-9 1003504 1003504
Packet Trace | Pivot Table(TX-RX) Pivot Table(Custom) [©) ] ¥

Figure 3-55: Packet flow can be analyzed using the Packet Trace

3.17.6 Option 7a

Consider the following network scenario:

Rauter_10

Figure 3-56: NSA deployment - Option 7a networking mode in NetSim

All the devices have the default properties, application start time was set to 1s and scenario is

simulated for 10s.
The packet flow in the network takes place as explained below:

1. The MN, eNB will send broadcast the RRC_MIB packets to the UE every 40 ms and
RRC_SIB1 every 80 ms.

2. After the transmission of the RRC_MIB and RRC_SIB1 packets, the eNB will send
RRC_SI packet to the UE.
After reception of RRC_SI packet, UE will send RRC_Setup_Request to the eNB.
On receiving the RRC_Setup_Request packet, the eNB will acknowledge the request by
transmitting RRC_Setup packet to the UE.
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The UE will send back the RRC_Setup Complete packet on the receipt of RRC_Setup
message.

The eNB will send INITIAL_UE_MSG_AND_REGISTRATION_REQUEST to the AMF via
L2Switch_5 through the N1_N2 interface.

AMF will send CREATE_SESSION_REQUEST to SMF through N11 interface.

SMF will send PFCP_SESSION_REQUEST to UPF through N4 interface.

UPF will send back the response packet to SMF, i.e, PFCP_SESSION_RESPONSE
SMF will send back the response packet to AMF, i.e., CREATE_SESSION_RESPONSE.
AMF will send the INITIAL_CONTEXT_SETUP_REQUEST to the eNB via Switch_5.

On the receipt of Context setup request, eNB will send
INITIAL_CONTEXT_SETUP_RESPONSE_REGISTRATION_COMPLETE packet to the
AMF via switch_5 through the N1_N2 interface.

This marks the completion of UE registration process.

After the UE registration, the MN node will send
DC_SEC_CELL_ADDITION_REQUEST to the SN via the Switch_4.

On the receipt of this secondary cell addition request, the SN sends back the response
packet, i.e. DC_SEC_CELL_ADDITION_RESPONSE.

The UE will now send the UE_MEASUREMENT_REPORT every 120 ms to the MN which
contains the SNR information. The time interval at which the measurement report is to be
transmitted can be set by the user in the eNB/ gNB properties-> Interface_ LTE/ 5G_RAN
-> Datalink Layer.

After the UE attachment procedure, the data packets will be transmitted from the server
to the UE based on the splitting algorithm.

As per the current splitting algorithm in NetSim, the first data packet will be transmitted to
the UPF through the N6 interface and from the UPF it goes to the MN, eNB via Switch_4
through the N3 interface, and from the eNB it will be transmitted to the UE through the
LTE interface.

The second data packet will flow from UPF to the gNB via Switch_4 and then from gNB
to the UE.

Similarly, the third packet will flow through the MN, fourth through the SN and so on.

Packet flow can be analyzed using NetSim’s Packet Animation. Packet flow can be analyzed

using the Packet Trace log file as shown below:
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A B C D E F G H I J K~
PACKET_ID + |SEGMENT_ID|~ | PACKET TYPE|~|CONTROL PACKET TYPE/APP_NAME| Y| SOURCE_ID| | DESTINATION_ID|~| TRANSMITTER ID[~|RECEIVER ID[*|APP_LAYER_ARRIVAL TIME(US)|~ | TRX_LAYER ARRIVAL TIME(US)[~|NW _LAYER ARRIVA|
1 0 CBR Appl_CBR NODE-11 UE-S NODE-11 ROUTER-10 1000000 1000000
1 0/ CBR Appl_CBR NODE-11 | UE-S ROUTER-10 UPF-1 1000000 1000000
1 0 CBR Appl_CBR NODE-11  UES UPF-1 SWITCH-4 1000000 1000000
1 0/ CBR App1_CBR NODE-1l  UES SWITCH-4 ENB-7 1000000 1000000
2 0 CBR App1_CBR NODE1l  UES NODE-11 ROUTER-10 1001168 1001168
2 0/ CBR App1_CBR NODE-1l  UE9 ROUTER-10 UPF-1 1001168 1001168
1 0 CBR Appl_CBR NODE1l  UES ENB-7 UE-9 1000000 1000000
1 0/ CBR Appl_CBR NODE-1l  UE9 ENB-7 UE-9 1000000 1000000
2 0 CBR Appl_CBR NODE-11 UE-9 UPF-1 SWITCH-4 1001168 1001168
2 0 CBR Appl_CBR NODE-11 UE-S SWITCH-4 GNB-8 1001168 1001168
3 0 CBR Appl_CBR NODE-11 UE-9 NODE-11 ROUTER-10 1002336 1002336
3 0/ CBR Appl_CBR NODE-11 | UE-S ROUTER-10 UPF-1 1002336 1002336
3 0 CBR App1_CBR NODE-1l  UES UPF-1 SWITCH-4. 1002336 1002336
3 0/ CBR App1_CBR NODE-1l  UES SWITCH-4 ENB-7 1002336 1002336
2 0 CBR App1_CBR NODE1l  UES9 GNB-8 UE-9 1001168 1001168
3 0/ CBR App1_CBR NODE-1l  UE9 ENB-7 UE-9 1002336 1002336
3 0 CBR Appl_CBR NODE1l  UES ENB-7 UE-9 1002336 1002336
4 0/ CBR Appl_CBR NODE-1l  UE9 NODE-11 ROUTER-10 1003504, 1003504
4 0 CBR Appl_CBR NODE-11 UE-S ROUTER-10 UPF-1 1003504 1003504
4 0 CBR Appl_CBR NODE-11 UE-S UPF-1 SWITCH-4 1003504 1003504
4 0 CBR Appl CBR NODE-11  UES SWITCH-4 GNB-8 1003504 1003504
5 0/ CBR Appl_CBR NODE-11 | UE-S NODE-11 ROUTER-10 1004672 1004672
5 0 CBR App1_CBR NODE1l  UES ROUTER-10 UPF-1 1004672 1004672
5 0/ CBR App1_CBR NODE-1l  UES UPF-1 SWITCH-4 1004672, 1004672
5 0 CBR App1_CBR NODE1l  UES9 SWITCH-4 ENB-7 1004672 1004672
6 0/ CBR App1_CBR NODE-1l  UE9 NODE-11 ROUTER-10 1005840 1005840
4 0 CBR Appl_CBR NODE1l  UES GNB-8 UE-9 1003504 1003504
3 0/ CBR Appl_CBR NODE-1l  UE9 ROUTER-10 UPF-1 1005840 1005840
A 0 CRR annl CRR NODF-11 1F-9 HDE-1 SWITCH-4. 10N5R4an 10N5840 ad
Packet Trace | Pivot Table(TX-RX) Pivot Table(Custom) O ] v

Figure 3-57: Packet flow can be analyzed using the Packet Trace

3.18 Handover

3.18.1 Use of SNR instead of RSRP

NetSim is a packet-level simulator for simulating the performance of end-to-end applications
over various packet transport technologies. NetSim can scale to simulating networks with 100s
of UEs, gNBs, routers, switches, etc. In order to achieve a scalable simulation, that can
execute in reasonable time on desktop-level computers, many details of the physical layer
techniques have been abstracted.

In 5G, NetSim does not model control channels; there are no pilots/reference/synchronization
signals. The channel matrix H is assumed to be known perfectly and instantaneously at the
transmitter and receiver, respectively. Hence there is no RSRP, and all signal power related
calculations are done using the data channel itself. Therefore, the hand-over is based on the
SNR measured at the s-gNB and the t-gNB. Since the noise power would be the same at s-

gNB and t-gNB, in effect the handover is based on received signal level on the PDSCH.
3.18.2 Handover algorithm

The handover logic of NetSim 5G library is based on the Strongest Adjacent Cell Handover
Algorithm (Ref: Handover within 3GPP LTE: Design Principles and Performance. Konstantinos
Dimou. Ericcson Research). The algorithm enables each UE to connect to that gNB which
provides the highest SNR. Therefore, a handover occurs the moment a better gNB - adjacent
cell has offset stronger RSRP (measured as SNR in NetSim) - is detected. If there is more
than one gNB with offset higher signal strength, then the gNB with the highest signal strength
becomes the target gNB. If carrier aggregation and MIMO is enabled then the SNR is averaged

over all carriers and over all layers.
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This algorithm is similar to 38.331, 5.5.4.4 Event A3 wherein Neighbor cell's RSRP becomes
Offset better than serving cell's RSRP. Note that in NetSim report-type is periodical and
not eventTrigerred since NetSim is a discrete event simulator and not a continuous time
simulator. Therefore, the signal strength comparisons between source-gNB and all other gNBs
is done every time a UE Measurement report is received at the source gNB. Note that:

e The signal strength compared is the average of all layers across all carriers.
¢ NetSim assumes that admission control during handover is always successful. Hence

there are no handover failures on this count.
3.18.3 Ping pong handovers

The above algorithm is susceptible to ping-pong handovers; continuous handovers between
the serving and adjacent cells on account of changes in SNR due mobility and shadow-fading.
At one instant the adjacent cell's SNR could be higher and the very next it could be the original
serving cell's RSRP, and so on. To solve this problem the algorithm uses:

o Hysteresis (Hand-over-margin, HOM) which adds a SNR threshold (Adjacent_cell_SNR -
Serving_cell_SNR > Hand-over-margin or hysteresis), and

e Time-to-trigger (TTT) or hysterisis which adds a time threshold.

This HOM is part of NetSim implementation while TTT can be implemented as a custom project

in NetSim.

Users may also be interested in measuring Ping pong handovers. For this, users should log
the gNB to which the UE is attached. Users can then simulate scenarios where UE would
attach to gNB1 then to gNB2, back to gNB1, again to gNB2 ... and so on, within a short time
frame. Ping pong handovers can then be calculated per some (user-defined) criteria. Such
scenarios can be simulated by enabling shadow-fading and fading-and-beamforming (fast
fading). These phenomena would cause SINR to fluctuate over short distances and even over

time at the same location.

Custom coding is required to log the "attached gNB" for each UE. NetSim radio measurements
workspace (available in file-exchange/ GitHub) can serve as the base for this development

effort.
3.18.4 Packet flow during handover

NetSim implements those aspects of the 5G handover procedure that directly affects network
performance. Other aspects of the handover, for example security, are either not implemented
or abstracted since they do not affect network performance. Handovers can occur in
RRC_CONNECTED (during active Tx or Rx) or in RRC_IDLE states (no Tx or Rx).
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UE Serving gNB Target gNB AMF SMF

UE Measurement Report

Handover Request

Handover Request Ack

Handover Command
< Path Switch

>

Modify Bearer Request

Modify Bearer Response

Path Switch Ack

Context Release

Context Release Ack

>

Figure 3-58: Control packet flow in the 5G handover process

The packet flow (which can be observed from the packet trace) is as follows:

1.

Once the UE connection and association procedures are completed, the UE sends a
UE_MEASUREMENT_REPORT every UE_Measurement_Report_Interval to the
connected gNB. UE_Measurement_Report_Interval is by default set as 120ms in NetSim
and is a user configurable parameter.

At some time, neighbor cell RSRP (measured as SNR in NetSim) becomes offset higher
than serving cell RSRP.

Immediately after receiving the next UE_ MEASUREMENT_REPORT, source gNB (also
sometimes called serving gNB) sends a HANDOVER REQUEST to the target (neighbor)
gNB. This packet is sent through the Xn interface via a 5G-Core Switch. All the links in the
5G Core are by default 10 Gbps.

The Target gNB sends back HANDOVER REQUEST ACK to serving gNB, again via the
Xn interface. If the HANDOVER REQUEST or the HANDOVER REQUEST ACK are
errored then if the target gNB signal strength continues to be offset higher than source
gNB signal strength, step 1 is repeated at the next UE_ MEASUREMENT_REPORT.
After receiving HANDOVER REQUEST ACK the serving gNB sends the HANDOVER
COMMAND to UE.

Then HANDOVER COMMAND packet is send by source gNB to the UE.

The target gNB then sends RRC Reconfiguration msg to UE. If UE is in RRC Connected

mode than the target gNB is assigned as new source gNB for the UE.
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The target gNB will send the PATH SWITCH packet to the AMF through the N1-N2
interface (via a core switch).

When the AMF receives the PATH SWITCH packet, it sends MODIFY BEARER
REQUEST to the SMF. This is over the N11 interface.

The SMF on receiving the MODIFY BEARER REQUEST sends back the MODIFY
BEARER RESPONSE to the AMF.

On receiving the MODIFY BEARER RESPONSE from the SMF, AMF acknowledges the
Path switch request sent by the target gNB by sending the PATH SWITCH ACK packet
back to the target gNB. This is over the N1-N2 interface, via a 5GC switch.

The target gNB the sends a UE CONTEXT RELEASE to source gNB, and the source gNB
sends back UE CONTEXT RELEASE ACK to target gNB. The context release request
and ack packets are sent between the source and target gNB via the Xn interface.

Then RRC Reconfiguration takes place between target gNB and UE.

UE starts sending the UE MEASUREMENT REPORT to the new source gNB

PACKET_ID |~ | SEGMENT.ID | ~ | PACKET_TYPE |~ | CONTROL PACKET TYPE/APP_NAME | .¥| SOURCE_ID |~ | DESTINATIONLID |~ | TRANSMITTERID |+ |RECEIVERID |+ | NW_LAYER ARRIVAL TIME(US) |+ |MAC_LAYER ARRIVAL TIME(US) |~ | PHY_LAVER_ARE

0 N/A Control_Packet RRC_MIB GNB-7 Broadcast-0 GNB-7 UE-10 N/A 18560000
0 N/A Control_Packet RRC_SIBL GNB-8 Broadcast-0 GNB-8 UE9 N/A 18560000
0 N/A Control_Packet RRC_SIB1 GNB-8 Broadcast-0 GNB-8 UE-10 N/A 18560000
0 N/A Control_Packet RRC_MIB GNB-8 Broadcast-0 GNB-8 UE9 N/A 18560000
0 N/A Control_Packet RRC_MIB GNB-8 Broadeast-0 GNB-8 UE-10 N/A 18560000
0 N/A Control_Packet UE MEASUREMENT REPORT UE-9 GNB-7 UE-9 GNB-7 N/A 18600000
0/ N/A Control_Packet UE_MEASUREMENT REPORT UE-10 GNB-8 UE-10 GNB-8 N/A 18600000
0 N/A Control_Packet HANDOVER_REQUEST GNB-7 GNB-8 GNB-7 SWITCH-6 18600999 18600999
0 N/A Control_Packet HANDOVER_REQUEST GNB-7 GNB-8 SWITCH-6 GNB-8 18600999 18600993
0 N/A Control_Packet HANDOVER_REQUEST_ACK GNB-8 GNB-7 GNB-8 SWITCH-6 18601027.88 18601027.88
0 N/A Control_Packet 'HANDOVER_REQUEST_ACK GNB-8 GNB-7 SWITCH-6 GNB-7 18601027.88 18601027.88
0 N/A Control_Packet HANDOVER_COMMAND GNB-7 UE-9 GNB-7 UE-9 N/A 18601056.76

0 Control_Packet PATH_SWITCH GNB-8 AMF-3 GNB-8 SWITCH-5 18602999 18602999
0 0 Control_Packet PATH_SWITCH GNB-8 AMF-3 SWITCH-5 AMF-3 18602999 18602999
0 0 Control_Packet MODIFY_BEARER_REQUEST AMF-3 SMF-2 AMF-3 SMF-2 18603083.24. 18603035.24
0 0 Control_Packet MODIFY_BEARER_RESPONSE SMF-2 AMF-3 SMF-2 AMF-3 18603053.36 18603053.36
0 0 Control_Packet PATH_SWICTH_ACK AMF-3 GNB-8 AMF-3 SWITCH-5 1860307148 1860307148
0 0 Control_Packet PATH_SWICTH_ACK AMF-3 GNB-8 SWITCH-5 GNB-8 1860307148 1860307148
0 N/A Control_Packet UE_CONTEXT RELEASE GNB-8 GNEB-7 GNB-8 SWITCH-6 1860311188 1860311188
0 N/A Control_Packet UE_CONTEXT_RELEASE GNB-8 GNB-7 SWITCH-6 GNB-7 18603111.88 18603111.88
0 N/A Control_Packet UE_CONTEXT_RELEASE_ACK GNB-7 GNB-8 GNB-7 SWITCH-6 18603140.76 18603140.76
0 N/A Control_Packet UE CONTEXT_RELEASE_ACK GNB-7 GNB-8 SWITCH-6 GNB-8 18603140.76 18603140.76
0 N/A Control_Packet RRC_RECONFIGURATION GNB-8 UE-9 GNB-8 UE-9 N/A 18602999
0 N/A Control_Packet UE_MEASUREMENT_REPORT UE-10 GNB-8 UE-10 GNB-8 N/A 18720000
0 N/A Control_Packet UE_MEASUREMENT_REPORT UE-9 GNB-8 UE-9 GNB-8 N/A 18720000

Figure 3-59: Screen shot of NetSim packet trace file showing the control packets involved in

handover. Some columns have been hidden before the last column.

3.18.5 Handover Interruption Time

During this period the UE can neither transmit nor receive user data. Handover Interruption

time can be configured in the Datalink layer properties of the gNB as shown below
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[ Lte Gnb X

¥ DATALINK_LAYER
| Lte_Gnb

RLC T Reassembly

| GENERAL

RLC T Poll Retransmit |
APPLICATION_LAYER |

RLC Poll Byte

TRANSPORT_LAYER
RLC Poll PDU

) RLC Max Retx Threshold

INTERFACE_2 (5G_N1_N2)

HARQ
INTERFACE_3 (5G_XN) HARQ Mode | TRUE v |
INTERFACE_4 (5G_RAN) Max HARQ Process Count | 16 - |
Max CBG Per TB | 8 - |
HANDOVER
Handover Interruption Time (ms) | 0 |
Handover Margin (dB) | 30 |
Time-to-Trigger (ms) | 30 |

OK Reset

Figure 3-60: Screen shot showing handover interruption time in gNB properties
The value can range from 0.0 to 500.0 milliseconds. The handover process in NetSim is based
on event A3 i.e., the target signal strength is offset (3 dB) higher than the source signal
strength. Handover interruption time (HIT) is added at the time of handover command is
delivered to the UE. During this time there is no data plane traffic flow to the UE from the
source/target. The time at which the path switch is sent from the target cell to the AMF will get
delayed by the Handover interruption time. This can be observed in the packet trace log file.

3.18.6 Time-to-Trigger

Cellular networks can suffer from Ping-pong (or rapid) handovers. In such handovers one
successful handover is followed by a handover back to the original cell within short rapid
handover time, Ty, €.9., within 3 seconds. Both handovers could potentially have been saved.
Equivalently, if a successful handover is followed by another successful handover to a third
cell within Try, one could a single handover directly to this third cell would have served the

purpose.

In the current version of NetSim, A3 based handover event is triggered the instant received

SNR (on the downlink in the SSB) from target gNB, SNR; {55 is offset, A, higher than

s—gNB

received signal strength (on the downlink in the SSB) from serving gNB SNR ;5

This offset,

A, is also known as the Hand Over Margin (HOM). Thus, A3 event is triggered when, in dB

scale,
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t—gNB —gNB
SNRUE“‘(’SSB)(t) - SNR,S]E?SSB)(t) >A €))

where t is a discrete time instant.

Given the way NetSim measures power, SNR is used to account for differences in the
bandwidth between serving and target gNBs. If their bandwidths are equal, then, in dB scale

t-gNB s—gNB _ t—gNB s—gNB
SNRUE(SSB) () - SNRUE(SSB)(t) - RSRPUE(SSB)(t) - RSRPUE(SSB) ®)

In NetSim, SSB power between all UE-gNB pairs are computed.

a. when a measurement report is sent, which is every measurement interval Ty,; (default 120

ms), and

b. at every mobility event i.e., whenever a UE moves. Recall here that in NetSim mobility is
discretized over instants of time and movement is not continuous over time i.e., a UE
moves to (x;,y,) at time t,, remains at (x;,y;) till just before time t,, and then instantly

moves to (x,,y,) at t;.

Hence, the A3 trigger occurs at the instant power levels at t-gNB and s-gNB satisfy (1). This

could occur at a measurement report event or at a mobility event.

By definition of time to trigger, Trrr, @ handover event should only be triggered if (1) holds true

for a duration equal to Tppr .

Since NetSim is a discrete event simulator its internal virtual clock progresses (virtual) time at
events. Therefore, NetSim cannot check for (1) continuously over time. The test of whether (1)
would continue to hold true can only be carried out at subsequent measurement report events

and mobility events.

TTT condition will be successfully met only if powers from t-gNB and s-gNB meet condition (1)
at all mobility and measurements events within the TTT period. If condition (1) fails to hold at

any event during TTT, then TTT condition will have failed. The A3 trigger will be removed.

t-gNB
UE(SSB)’

s—gNB

or SNRUE(SSB)

NetSim does not (recursively) average, or filter, SNR within the Tppr

window and (1) is evaluated on instantaneous powers at all events.

NetSim Time-to-trigger variable

a. is global scope; it remains the constant across the network, and

b. can be set by the user in the rage [0 ms, 5120 ms] as defined in the standards.
Algorithm

1. When A3 condition is met AddTrigger event is added

2. Check (1) at all measurement report events and mobility events.
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If at any event (1) doesn’t hold remove the AddTrigger event
Else, if (1) holds at all events within the TTT, initiate H/O trigger upon expiry of TTT interval.

— Handover Interruption fime

SNR(dB)] . Connected to gNB1 _ ¥ __ Connected to gNB2
at UE

Time to Trigger

|
|
|
|
|
{
|
|
: A (Offset)
|
|
|
|
|
|
|
|
|
|
|
|
|

! L I I
| T 1 | | 11 Lo 0 | |
t; t; Tuo ty ts te te Tyo tz ty Tho ty tio  tyy Twmo tiz  tyz "ttty

Figure 3-61: We see the SNR variation with time measured by UE from gNB1 (black) and gNB2

NB2

(blue). Time to trigger starts the instant SNRgE — SNng,gBl > A. Once this condition holds for a

duration equal to time-to-trigger, handover is initiated. Users can also configure a handover

interruption time during which the UE is not connected to either gNB. Post this the UE gets associated

with gNB2.

3.18.6.1 Assumptions and limitations

1.

Time to trigger (Trrr) will be implemented for 5G Standalone (SA) mode. Non-stand alone
(NSA) mode will not support Tprr

NetSim assumes non failure of:
a. Measurement reports
b. Handover messages

Handovers are always successful. There are no handover failures on account of
admission control at t-gNB.

In NetSim, UEs can be handed over to gNBs of different frequencies as long as (1) is met.
There is no difference in handover functionality when the t-gNB and s-gNb operate in (i)
the same frequency (say s-gNb and t-gNB in C-band) and (ii) different frequencies (say s-
gNB in C-band and t-gNB in mmWave).

Time-to-trigger implementation is based on Rel 15. Enhancements added in Rel 16
namely (i) Dual active protocol stack (DAPS) and (ii) Conditional handovers, are not yet

supported in NetSim.
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3.18.6.2 Algorithm for implementation in NetSim

o Each gNB maintains a matrix named as the Conditional HO TTT Matrix
e The rows are the associated UEs, and the columns are all other gNBs in the scenario

¢ Whenever a UE; associates with a gNB

o Initialize all the matrix entries for all j (i.e., for all gNBs) for the given row i as follows

T/

trigger

to -1 forall j // #define TTT _not_set = -1
o Whenever a measurement report from an associated UE; is received
o Ifthe condition (SNRYy(sp) — SNR; 056, > A) is met

= |f matrix entry is currently -1, then // i is fixed

J
Ttrig ger

T, gger = Tcurrent, Where Teyyrene IS current simulation

— Update the matrix entry,
time
= Else (matrix entry is not -1)

- If Teurrent — Tt]rigger =2TTT

¢ Initiate handover procedure

o Else

j .
Tirigger!S NOL -1

= |f the matrix entry,

— Setitequal to -1

e Whenever a UE; disassociates with a gNB, delete the row i
3.18.6.3 Configuring Time-to-Trigger

The desired TTT value in milliseconds can be configured in the Datalink layer properties of the

gNB as shown below.
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[{¥ Lte_Gnb X
W DATALINK_LAYER i
| Lte_Gnb d ~
| RLC T Reassembly | ms3 - |
| GENERAL
RLC T Poll Retransmit | ms5 A |
APPLICATION_LAYER
RLC Poll Byte | kB25 A |
| TRANSPORT_LAYER
RLC Poll PDU | pd h¢ |
IEFEET (BRI RLC Max Retx Threshold | t - |
INTERFACE_2 (5G_N1_N2)
| HARQ
| INTERFACE_3 (5G_XN) HARQ Mode | TRUE hd |
INTERFACE_4 (5G_RAN) Max HARQ Process Count | 16 - |
Max CBG Per TB | 8 - |
HANDOVER
Handover Interruption Time (ms) | 0 |
Handover Margin (dB) | 30 |
Time-to-Trigger (ms) | 3.0 |

OK

Reset

Figure 3-62: Time-to-Trigger configuration in gNB/eNB Data Link layer properties

This value is common for all gNBs in a network i.e., TTT parameters is global in scope. Setting

TTT to O is equivalent to disabling Time-to-Trigger.

3.18.6.4 Enabling the TTT Log

The LTENR Handover TTT log can be enabled by clicking on icon present in the tool bar as

shown below.

[ 56-NR_SA. Workspace Name: NetSim. Experiment Name X
File Options Help
" Wired/Wireless A Plots
& () 4 23 7
Q A s a7 B packet Troee
Node L2 Devices Router  Base Station UE Building Application Run B, Display Settings
0 100 200 300 400 500 600 800 900 1000, Me
0 1[4 NetSim-5G_NR_mmWave logs
You can enable or disable the recording logs of specific network logs from the
list provided
. —Network|
00
[ LTENR Radio Measurements Log
[ LTENR Resource Allacation Log
LTENR Handover TTT Log
g
200
() 1ex€802.11 Radio Measurements Log
[ 1e£E 80211 Backoff Log
[ 1eee 80211 Log
[[] ospF Log
*depends on specific devices, logs o networks
300
Figure 3-63: Enabling the LTENR Handover TTT log
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Upon running simulations with this log enabled, a LTENR_TTT_Log.csv file is written and can

be accessed from the results dashboard as shown below:

[ simulation Results
Network Performance
Link_Metrics
Queue_Metrics
TCP_Metrics
IP_Metrics
IP_Forwarding_Table
UDP Metrics
Switch Mac address table
Application_Metrics
LTENR_Cell_Metrics

Export Results (.xls/.csv)

Print Results (.html)

Open Packet Trace

Log Files

LTENR_TTT_Log.csv

Restare To Original View

- a X
Application_Metrics_Table B X TCP_Metrics_Table X
Application_Metrics [[] Detailed View | TCP_Metrics [[] Detailed View
Application I, . Dacbatc R, S £ g Platinat . :2 -1 L Sant i Bacaicad  Dplicate &
1 3 AutoSave (@ orr) [B = LTENRTTTLog.csv v el P £ = ] X
File Home Insert Page Layout Formulas Data Review View Help Table Design 1 Comments
Ijj X Calibri ~ 1~ General ~ [ conditional Formatting + FH Insert ~ @D\
Paae 0~ B I U+~ A A g~ % 9 | [EFormatas Table - % Delete ~ Editng | Analyze
- ¥ e o A R [ Cell Styles ~ [H] Format M Data
Undo Clipboard Font 5] Alignment 5 HNumber & Styles Cells Analysis
AL ~ fx| Time (Microseconds) ~
A B C D E F G H J -
1 |Time (Microseconds)| = SewingcellEA&sociated UEETargetgNBBTriggerTime(Micmseconds]E
(e Tl 2 161999 GNB_7 UE_9 GNB_8 Not Set -
3 161999 GNB_8 UE_10 GNB_7 Not set
Link_Metiics | 4 165999 GNB_7 UE 9 GNB_8 Not Set H View
5 165993 GNB_8 UE_10 GNB_7 Not set
LinkID  LinkT| 6 18600999 GNB_7 UE 9 GNB_8
7 21242999 GNB_8 UE_10 GNB_7 Not Set
All NA | g 21242999 GNB_8 UE_9 GNEB_7 Not Set
1 NA El
NA
3 NA . v
4 NA LTENR TTT Log Pivot Table(Custom) (O] i 4 »
5 Na L Ready T Accessibility: Unavailable Average: 10042999 Count: 40 Sum: 80343992 EH B ——a—+ 100%
L] NA 0 3
NA 0 4

NetSim does not calculate eNB/gNB-UE link throughputs in LTE and 5G. Refer to the LTE NR Cell Metrics
table available under Network Performance on the top left.

Figure 3-64: Accessing TTT log from NetSim results dashboard

The log file consists of time stamps in Microseconds, the serving cell name, associated UE

name, target cell name, and the trigger time in Microseconds.

Entries to the file are written (i) for initial UE association (will have two entries) (ii) when

handover condition is hit (iii) when UE is handed over (iv) when TTT is reset

For example,

upon running the inbuilt 5G-Handover example with TTT set to 2560 milliseconds

(or 2.56 s), we get the following entries in the log file.

Time (Microseconds)| ~ |Serving Cell| ~ | Associated UE| ~ |Target gNB| ~ |Trigger Time (Microseconds)|
1619939 |GNB_7 UE 9 GNB_8 Mot Set
161999|GNE_E UE_10 GMNB_7 Mot Set
165999 |GNB_7 UE 9 GNB_&8 Mot Set
165999|GNE_8 UE_10 GMNB_7 Mot Set
18600999|GNE 7 UE 9 GMNBE 8 18600939
21242999|GNE_38 UE_10 GMNB_7 Mot Set
21242999|GNE_2 UE 9 GNB_7 Mot Set

Figure 3-65: TTT log showing entries with handover condition met at 18.6 seconds, and handover at

21.24 seconds.

o From the log file we can see that, around 162 milliseconds, UE 9 gets associated with
gNB 7 and UE10 gets associated with gNB 8.

e UE 9 is configured with mobility such that it moves away from gNB 7 and towards gNB 8.

e At 18.6 seconds, the handover condition is met for UE 9 with the SNR from gNB 8 greater
than the SNR from gNB 7 by the default margin of 3 dB.

e Trigger Time for UE 9 gNB 8 pair is set to the time at which the condition is met.
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. gNB s—gNB .
* The condition (SNRyj; 555y — SNRy(ss5) > A) continues to hold.
o Attime 21.24 seconds, UE 9 gets handed over to gNB 8 after a duration greater than or
equal to the TTT (2560000 us) successfully.

3.18.7 Buffer transfer and timers

During handover buffer is transferred from s-gNB to t-gNB, and active timers such as t-poll

retransmit are stopped in the s-gNB.

3.19 LTENR Results, Packet Trace and Plots
Parameter Description

AppID Application ID
QFI QOS Flow ID
SDAP Entity SDAP Entity
SrclD Source ID
DestID Destination 1D

SrclP:Port Tuple of Source IP and Port Number

DestIP:Port Tuple of Source IP and Port Number

Packet Tx Total packets transmitted for a QFI

Packet Rx Total packets received for a QFI

Delay Average delay of all received packets within an average window

PER (Packet Error Rate) Packet Error Rate Plot
PDB (Packet Delay Budget) = Packet Delay Budget Plot

Table 3-33: LTENR results Packet trace parameter descriptions

3.19.1LTE NR Packet trace

The LTE NR packet trace file has in its last column the field LTENR_PACKET_INFO. This field
has information relating to PDCP header and RLC header. The packet trace file can be opened
from results dashboard.

Time(Milliseconds) | | gNB/eNB Name |~ |UE Name| ¥ | Di: )l iated| | CA_ID |~ |Channel|~ |LayerID| v |Tx_F )|~ |LoS State| v | TotalLoss(dB)| ~ | PathLoss(dB)| | ShadowFadingLoss(dB) v | 021_Loss(dBm)| ~
BllGNE77 UE_8 250 FALSE 1SSB N/A 40 LOS 86.775281 86.775281 N/A o
Sl‘GNEi7 UE_8 250 FALSE 2 S5B N/A 40 LOS 89.476259 89.476259 N/A 0

161 GNB_7 UE_8 250 FALSE 155B N/A 40 LOS 86.775281 86.775281 N/A o
161 GNB_7 UE_8 250 FALSE 2 SSB N/A 40|LOS 89.476259 89.476259 N/A 0
161 GNB_7 UE 8 250 TRUE 1 PDSCH 1 36.9897 LOS 86.775281 86.775281 N/A 0
161 GNB_7 UE_ 8 250 TRUE 1 PDSCH 2 36.9897 LOS 86.775281 86.775281 N/A 0
161 GNB_7 UE_8 250 TRUE 1 PUSCH 1 23 Los 86.775281 86.775281 N/A o
161 GNB_7 UE_8 250 TRUE 1SSB N/A 40/LOS 86.775281 86.775281 N/A 0
161 GNB_7 UE_8 250 TRUE 2 PDSCH 1 36.9897 LOS 89.476259 89.476259 N/A 0
161 GNB_7 UE_8 250 TRUE 2 PDSCH 2 36.9897 LOS 89.476259 89.476259 N/A 0
161 GNB_7 UE_8 250 TRUE 2 SSB N/A 40 LOS 89.476259 89.476259 N/A 0
161 GNB_7 UE_8 250 TRUE 1 PDSCH 1 36.9897 LOS 86.775281 86.775281 N/A 0
161 GNB_7 UE 8 250 TRUE 1 PDSCH 2 36.9897 LOS 86.775281 86.775281 N/A 0
161 GNB_7 UE_8 250 TRUE 1 PUSCH 1 23LOS 86.775281 86.775281 N/A 0
161 GNB_7 UE_8 250 TRUE 2 PDSCH 1 36.9897 LOS 89.476259 89.476259 N/A o
161 GNB_7 UE_8 250 TRUE 2 PDSCH 2 36.9897 LOS 89.476259 89.476259 N/A 0
161 GNB_7 UE_8 250 TRUE 1 PDSCH 1 36.9897 LOS 86.775281 86.775281 N/A o
161 GNB_7 UE_8 250 TRUE 1 PDSCH 2 36.9897 LOS 86.775281 86.775281 N/A 0
161 GNB_7 UE_8 250 TRUE 1 PUSCH 1 23 L0S 86.775281 86.775281 N/A 0
161 GNB_7 UE_8 250 TRUE 2 PDSCH 1 36.9897 LOS 89.476259 89.476259 N/A 0
161 GNB_7 UE_8 250 TRUE 2 PDSCH 2 36.9897 LOS 89.476259 89.476259 N/A o
162 GNB_7 UE_8 250 TRUE 1 PDSCH 1 36.9897 LOS 86.775281 86.775281 N/A 0
162 GNB_7 UE 8 250 TRUE 1 PDSCH 2 36.9897 LOS 86.775281 86.775281 N/A 0

Figure 3-66: LTE NR Packet Trace. Depending on Excel settings in some cases the entire header
may not be displayed. User can do Ctrl + A (Select All) -> Right Click -> Format Cells -> Alignment ->

Wrap Text to view the complete header.
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3.19.2 PDCP and RLC Headers logged in Packet Trace

The PDCP and RLC header fields are logged in the LTENR_PACKET_INFO field of NetSim’s

packet trace.
The PDCP header fields are:

= D/C field termed as dCBit in NetSim. This is 0 for control PDU and 1 for Data PDU

= SN field termed SN in NetSim. This provides the sequence number of the PDCP PDU
The RLC header fields are:

= Header Type: If the packet is TMD, UMD or AMD PDU

= Segment Information (SI) field: The meaning of each possible Sl field value is defined in
the table below Table 3-34.

Value Description

SI=ALL Data field contains all bytes of RLC SDU

SI=FIRST Data field contains first segment of an RLC SDU

SI=LAST Data field contains last segment of an RLC SDU

SI=MIDDLE | Data field contains neither the first nor the last segment of RLC SDU

Table 3-34: RLC header fields
= SN: The SN field indicates the sequence number of the corresponding RLC SDU. For
RLC AM, the sequence number is incremented by one for every RLC SDU. For RLC
UM, the sequence number is incremented by one for every segmented RLC SDU. RLC
service data units (SDUs) coming from the upper layer are segmented or concatenated
to RLC protocol data units (PDUs) which has a predefined size. Each PDU is assigned
its own sequence number (SN). RLC AM on receiver side will reassemble these PDUs

into SDUs using the sequence number.

= SO: The SO field indicates the position of the RLC SDU segment in bytes within the
original RLC SDU. Specifically, the SO field indicates the position within the original RLC
SDU to which the first byte of the RLC SDU segment in the Data field corresponds.

= Pollbit: The P field indicates whether or not the transmitting side of an AM RLC entity
requests a STATUS report from its peer AM RLC entity. O indicates that the Status report

is not requested, while 1 indicates that the Status report is requested.
3.19.3LTENR Event Trace
3.19.3.1 Sub event types
1. LTENR_StartFrame

= Downlink and uplink transmissions are organized into frames.

Ver 13.3 Page 146 of 230



© TETCOS LLP. Allrights reserved
= There is one set of frames in the uplink and one set of frames in the downlink on a
carrier.
= This event is triggered when a frame is formed.
= As frame length is 10ms, the event gets triggered every 10ms.
(LTENR->LTENR_Phy.c-> LTENR_addStartFrameEvent() )
2. LTENR_Start_Subframe
= Each frame consists of 10 subframes.
= Event gets triggered every 1 ms
(LTENR->LTENR_Phy.c-> LTENR_addStartSubFrameEvent ())
3. LTENR_StartSlot
= Sub frames are divided into slots.

= Slot size depends on Numerology (W)
= Event gets triggered every Ziu ms

(LTENR->LTENR_Phy.c-> LTENR_addStartSlotEvent ())
4. LTENR Generate_ RRC_MIB

= The timer event triggered every 80ms to generate and broadcast MIB packets from
gNBs to all UEs.

(LTE-NR->LTENR_GNBRRC.c->fn_NetSim_LTENR_GNBRRC_GenerateMIB())
5. LTENR Generate RRC_SIB1

= The timer event triggered every 160ms to generate and broadcast SIB1 packets from
gNB to all UEs.

(LTE-NR-> LTENR_GNBRRC.c-> fn_NetSim_LTENR_GNBRRC_GenerateSIB1())
6. LTENR Generate_RRC_SI

= Timer event triggered when the selected gNB broadcasts RRC_SI packets to all the
UEs.

= This event is triggered only once, at 160.9ms, during the initial attachment process.
(LTE-NR->LTENR_GNBRRC.c->fn_NETSIM_LTENR_SUBEVENT_GENERATE_SI())
7. LTENR Generate RRC_Setup_Request

= Triggered when RRC setup request gets transmitted by UE to connected gNB
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8. LTENR_RRC_T300
= The timer event triggered when RRC_Setup_Request is sent by UE to gNB.
= The timer T300 stops when the RRC_setup message is received by the UE
(LTENR->LTEGNBRRC.c->LTENR_RRC_START_T300()
and LTENR_RRC_STOP_T300() (line #1290))
9. LTENR Generate RRC_Setup
= Event triggered when RRC_Setup message is sent by the selected gNB to the UE.

= The RRC_Setup message is generated to establish the RRC connection between the
UE and the gNB.

(LTENR->LTEGNBRRC.c->fn_NetSIM_LTENR_RRC_GENERATE_RRCSETUP())
10. LTENR_Generate. RRC_Setup_Complete
= Timer event triggered during the successful establishment of RRC connection.
11. LTENR_Generate RRC_UE_Measurement_Report_Request

= Timer event triggered every 120ms, when the gNB sends measurement report request
to UE.

12.LTENR_Generate RRC_UE_Mesurement_Report

= Timer event triggered when UE sends measurement report to the serving gNB which

contains SINR information from all the gNBs.

= Triggered at 240ms after RRC connection establishment and then triggered every
120ms.

13. PDCP_DiscardTimer

= When the discardTimer expires for a PDCP SDU, or the successful delivery of a PDCP
SDU is confirmed by PDCP status report, the transmitting PDCP entity shall discard
the PDCP SDU along with the corresponding PDCP Data PDU

= Discarding a PDCP SDU already associated with a PDCP SN causes a SN gap in the
transmitted PDCP Data PDUs, which increases PDCP reordering delay in the receiving
PDCP entity.

(LTENR->LTENR_PDCP.c-LTENR_PDCP_START_DISCARD_TIMER ())

14. LTENR_Generate_NAS_Handover_Request
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= Timer event triggered when the initial Handover_Request is sent by the serving gNB.
The handover request is triggered when the SNR from target gNB exceeds the serving
gNB by a margin of 3db.

15. Handover_Request_Ack

= Timer event triggered when the target gNB receives handover request from the serving

gNB and sends back an acknowledgement for the handover request.
16. Handover_Request Command

= Triggered when gNB sends Handover_ Command to UE after receipt of Handover

Request Ack
17. Handover_Request Command_Handle

= Eventtriggered when UE dissociates from interface of serving gNB and associates with

interface of target gNB during a handover.

= Functions like FindInterface(), pathswitch() and RRC_Reconfiguration() are called in

this function

(LTENR->LTENR_NAS.c-
>fn_NetSim_LTENR_NAS_GENERATE_HANDOVER_COMMAND_HANDLE())

18. Path_Switch

= Triggered when the target gNB sends the pathswitch packet to the EPC in order to
transfer the data path from serving gNB to target gNB.

19. Path_Switch_Ack

= Triggered when EPC sends acknowledgement to the target gNB on the receipt of the
path-switch request.

20. UE_Context_Release

= Event triggered after successful handover procedure.

= Triggered when target gNB sends context release packet to the serving gNB
21. UE_Context_Release_Ack

= Triggered when acknowledgement is provided by serving gNB to the target gNB on

receipt of context release packet.
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3.20 Radio measurements log file

NetSim LTENR Radio measurements csv log file records pathloss, shadow fading loss,

received power, SNR, Interference Power, SINR, MCS, CQI, and Beamforming gain.

The LTENR Radio measurement log can be enabled by clicking on icon present in the tool bar

as shown below.

[N}

File Options Help

o & ® @

Node L2 Devices Router Base Station UE

" Wired/Wireless 7 Plots
< S
[mly B Packet Trace

Application | [@ Logs Run

400 500 600

¥ NetSim-56_NR_mmWave logs

You can enable or disable the recording logs of specific network logs from the
list provided.

LTENR Radio Measurements Log
[ LTENR Resource Allocation Log
[ LTENR Handover TTT Log

log:
D |EEE802.11 Radio Measurements Log
[ Iee€ 802,11 Backoff Log
[ teee 80211 Log

[[] 0sPFLeg
*depends on specific devices, logs or networks

Figure 3-67: Enabling LTENR Radio Measurement logs

The LTENR_Radio_Measurement_Log.csv file will contain the following information:

e Time in Milliseconds

e gNB/eNB Name

e UE Name

¢ Distance between the gNB/eNB and the UE in meters
e Association Status (True/False)

e Carrier ID (CCID)

¢ Channel Type (PDSCH/PUSCH/SSB)
e MIMO Layer ID

e Transmitter Power in dBm

e LoS State

e Total Loss in dB

e Pathloss in dB

e Shadow Fading Loss in dB

e Additional loss dB

e Received Power in dBm
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R in dB

e SINRindB

o 02| (Outdoor to indoor) penetration loss in dBm

e Interference Power in dBm

¢ Beamforming gain in dB
e COQIl Index
e MCS Index
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The log file can be accessed from the Simulations Results Window under the log file drop

down in the left pane.

[ simulation Results

v Network Performance
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Print Results (.

Log Files
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(xds/.csv)
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Restore To Original View
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> NetSim does not calculate eNB/gNB-UE link throughputs in LTE and 5G. Refer to the LTE NR Cell Metrics

table available under Network Performance on the top left.

Destination

ANY_DEVICE
ANY_DEVICE
ANY_DEVICE
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ANY_DEVICE
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No content in table
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[] Detailed View

Figure 3-68: LTENR_Radio_Measurement_Log file highlighted in the Results window.

Page 151 of 230



© TETCOS LLP. All rights reserved

@ AutoSave (@ off) LTENR Radio_Measurements Log.csv £ search Nichi maiswemy oy ¥ 4 - @ X
File Home MNewTab Insert PageLlayout Formulas Data Review View Developer Add-ins Help  Table Design | = comments |
N2 v i oo v

A A B C D E F G H | J K L M N A&

1 |Time(ms)| * |gNB/eNB Name ¥ | UE Name | ¥ | Di )| 7 i iated| v |CC_ID | ¥ |Channel|~|LayerID|~ Tx | ~ | LoS State| v | TotalLoss(dB) | ¥ | PathLoss(dB) | v | ShadowFadingLoss{dB) | ~ | 021 _Loss(d .

2 | 81 GNB_7 UE 8 30 FALSE 13SB N/A 40 LoS 67.605948 67.605948 NfA

3 81 GNB_7 UE_8 30 FALSE 2 55B N/A 40 LOS 70.306926 70.306926 N/A

4 161 GNB_7 UE 8 30 FALSE 15sSB N/A 40 LOs 67.605948 67.605948 N/A

5 161 GNB_7 UE 8 30 FALSE 2 SSB N/A 40 LOS 70.306926 70.306926 N/A

6 161 GNB_7 UE 8 30 TRUE 1 PDSCH 1 36.9897 LOS 67.605948 67.605948 NfA

7 161 GNB_7 UE_8 30 TRUE 1 PDSCH 2 36.9897 LOS 67.605948 67.605948 N/A

8 161 GNB_7 UE 8 30 TRUE 1 PUSCH 1 19.9897 LOS 67.605948 67.605948 NfA

9 161 GNB_7 UE 8 30 TRUE 1 PUSCH 2 19.9897 LOS 67.605948 67.605948 N/A

10 161 GNB_7 UE_8 30 TRUE 1558 N/A 40 LOS 67.605948 67.605948 N/A

1 161 GNB_7 UE_8 30 TRUE 2 PDSCH 1 36.9897 LOS 70.306926 70.306926 N/A

12 161 GNB_7 UE 8 30 TRUE 2 PDSCH 2 36.9897 LOS 70.306926 70.306926 NfA

13 161 GNB_7 UE 8 30 TRUE 2 SSB N/A 40 LOS 70.306926 70.306926 NfA

14 161 GNB_7 UE_8 30 TRUE 1 PDSCH 1 36.9897 LOS 67.605943 67.605948 N/A

15 161 GNB_7 UE 8 30 TRUE 1 PDSCH 2 36.9897 LOS 67.605948 67.605948 N/A

16 161 GNB_7 UE 8 30 TRUE 1 PUSCH 1 19.9897 LOS 67.605948 67.605948 N/A

17 161 GNB_7 UE 8 30 TRUE 1 PUSCH 2 19.9897 LOS 67.605948 67.605948 NfA

18 161 GNB_7 UE_8 30 TRUE 2 PDSCH 1 36.9897 LOS 70.306926 70.306926 N/A

18 161 GNB_7 UE_8 30 TRUE 2 PDSCH 2 36.9897 LOS 70.306926 70.306926 NfA

20 161 GNB_7 UE 8 30 TRUE 1 PDSCH 1 36.9897 LOS 67.605948 67.605948 N/A

21 161 GNB_7 UE_8 30 TRUE 1 PDSCH 2 36.9897 LOS 67.605948 67.605948 N/A

22 161 GNB_7 UE_8 30 TRUE 1 PUSCH 1 19.9897 LOS 67.605943 67.605948 N/A

23 161 GNB_7 UE 8 30 TRUE 1 PUSCH 2 19.9897 LOS 67.605948 67.605948 N/A

24 161 GNB_7 UE 8 30 TRUE 2 PDSCH 1 36.9897 LOS 70.306926 70.306926 NfA

25 161 GNB_7 UE_8 30 TRUE 2 PDSCH 2 36.9897 LOS 70.306926 70.306926 N/A

26 162 GNB_7 UE_8 30 TRUE 1 PDSCH 1 36.9897 LOS 67.605943 67.605948 N/A

27 162 GNB_7 UE 8 30 TRUE 1 PDSCH 2 36.9897 LOS 67.605948 67.605948 N/A -

LTENR_Radio_Measurements_Log Pivot Table(Custom) @ HER | »
Ready [E@ T Accessibility: Unavailable H M -—s——+ 100%

Figure 3-69: LTENR_Radio_Measurement_Log.csv file

Implementation details and Assumptions:

e The PDSCH channel corresponds to downlink.

e The PUSCH channel corresponds to uplink.

e The SSB channel corresponds to the control channel.

e Parameters associated with PDSCH and PUSCH channels are logged at every slot only
for associated gNB-UE pairs.

e Parameters associated with SSB channel are logged once at initialization and further
during each mobility event.

¢ |Initially only SSB channel entries will be found in the log since gNB-UE association takes
time.

¢ Interference is not modelled for uplink.

e The SSB control channel transmission is over a single layer. Analog Beamforming gain is
logged for this channel and is used for SSB received power computation.

¢ Interference is not modelled for the SSB channel and hence SINR and Interference Power
parameters are not logged.

e The SNR computed for SSB channel is used for control decisions such as Association
and Handover. It is not used to calculate the MCS/CQI Index which is used to determine
PDSCH/PUSCH rate.

Ver 13.3 Page 152 of 230



© TETCOS LLP. All rights reserved

3.21 Radio resource allocation log file

NetSim 5G Radio Resource Allocation csv log file records information related to physical
resource block allocation such as the Total PRBs, Slot Start Time(ms), Slot End, BitsPerPRB,
BufferFill, Allocated PRBs, etc.

The LTENR Radio Resource allocation can be enabled by clicking on the icon present in the
tool bar as shown below.

(b

File Options Help

Ll P B
0 & G @
Router

Node L2 Devices

" Wired/Wireless R Plots
7 =
(mPg g Packet Trace

400 500 600 700 800

w0

% NetSim-56_NR_mmWave logs X

You can enable or disable the recording logs of specific network logs from the
list provided.

[ LTENR Radio Measurements Log

LTENR Resource Allocation Log |

] LTENR Handover TTT Log

[—Additional* log:
[ teeE802.11 Radio Measurements Log
[ teze 802.11 Backoff Log
[ reee 20211 Log

[ 05PF Leg
*depends on specific devices, logs o netwarks

Figure 3-70: Enabling LTENR Resource Allocation logs

The LTE_Radio_Resource_Allocation.csv file will contain the following information:

e gNBID

e Component Carrier ID
e SlotID

e Slot

e Total PRBs

e Slot Start Time(ms)
e Slot End Time(ms)
e UEID

e BitsPerPRB

e BufferFill(B)

e Rank

e Allocated PRBs

e New Rank
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The log file can be accessed from the Simulations Results Window under the log file drop
down in the left pane.

imulation Results - X
Link_Metrics
- Application_Metrics [] Detailed View | TCP_Metrics [ Detailed View
Queue_Metrics
Application ID  Throughput Piot Application Name  Packets Generated  Packets Recei | Source Destination ~ Segment Sent ~ Segment Received ~ Ack Sent  Ack Received T
TCP_Metrics
o 1 Application Throughput plot  App1_CBR 950 944 UPF_1 ANY_DEVICE 0 0 o 0
IP-Metrics SMF_2 ANY_DEVICE 0 0 0 0 0
> IP_Forwarding Table AMF 3 ANY_DEVICE 0 0 0 0 0
UDP Metrics UES ANY_DEVICE 0 0 0 0 0
7 Switch Mac address table ROUTER 8 ANY.DEVICE 0 0 0 0 0
Application_Metrics WIRED_NODE_10  ANY_DEVICE 0 0 0 0 0
LTENR_Cell_Metrics
v Plots
> Link_Throughput
> Application_Throughput
¢ 5| ¢ >
Link_Metrics [] Detailed View | Queue_Metrics [] Detailed View
Export Results (.xIs/.csv) Packets Transmit... Packets Errored  Packets Collided Deviceid  Portid Queued_pa.. Dequeued .. Dropped.p..
Link D Link Throughput Plot
Print Results (.html} Data Control Data Control Data Control
Al NA 2787 10 6 0 0 0 5
1 Link throughput 0 2 0 o o 0
2 Link throughput 0 2 0 o o o
3 Link throughput 946 0 1 0 0 0
Log Files N —
_ — Link 0 2 0 0 0 0 o content in table
LTEN R,Rad|o,Resource,Allucatlor| =
5 Link us 0 1 0 0 0
6 Link throughput 0 3 0 0 0 0
7 Link throughput 0 0 0 ) ) o o
¢ 5 NetSim does not calculate eNB/gNE-UE link throughputs in LTE and 5G. Refer to the LTE NR Cell Metrics

Restore To Original View table available under Network Performance on the top left.

Figure 3-71: LTENR_Radio_Resource_Allocation_Log file highlighted in the Results window

AutcSave LTENR_Radio_Resource_Allocation ~ £ Search (Alt+Q) Nidhi mariswamy 'ﬂ‘ ¥ &
File Home  Insert  Pagelayout  Formulas  Data  Review  View  Help  Table Design © Comments 15 Share ~

L21 ' A | n v
A 8 c D E F G H | J K L M N o E

1 [gNBID ~|cCID |~ |SlotID|~|slot |~ |Total PRBs|~ |Slot Start Time(ms)| - | Slot End Ti ~|UEID |~ |BitsPerPRB|~|BufferFill(B)| ~ | Allocated PRBs| ~ |Rank | ~|Past Performance (PF)|~

2 | 7 1 1 uplink 25 166 167 8 1408 0 0 2 0

3| 7 2 1 Downlink 52 166 167 ] 1408 0 0 2 0

4 | 7 1 1 Downlink 25 167 168 8 1408 0 0 2 0

5 | 7 2 1 Downlink 52 167 168 3 1408 0 0 3 0

6 | 7 1 1 Uplink 25 168 169 8 1408 0 0 3 0

7| 7 2 1 Downlink 52 168 169 8 1408 0 0 4 0

8 | 7 1 1 Downlink 25 169 170 8 1408 0 0 3 0

9 7 2 1 Downlink 52 169 170 8 1408 0 0 5 0

10| 7 1 1 Uplink 25 170 171 8 1408 0 0 4 0

1| 7 2 1 Downlink 52 170 171 8 1408 0 0 6 0

12| 7 1 1 Downlink 25 17 172 8 1408 0 0 4 0

13 | 7 2 1 Downlink 52 171 172 ] 1408 0 0 7 0

14| 7 1 1 uplink 25 172 173 8 1408 0 0 5 0

15 7 2 1 Downlink 52 172 173 3 1408 0 0 8 0

16| 7 1 1 Downlink 25 173 174 8 1408 0 0 s 0

7 7 2 1 Downlink 52 173 174 8 1408 0 0 9 0

18 | 7 1 1 Uplink 25 174 175 8 1408 0 0 6 0

19 7 2 1 Downlink 52 174 175 8 1408 0 0 10 0

20 7 1 1 Downlink 25 175 176 8 1408 0 0 [ 0

21 7 2 1 Downlink 52 175 176 8 1408 0 0| 1] 0

22| 7 1 1 uplink 25 176 177 8 1408 0 0 7 0

23 | 7 2 1 Downlink 52 176 177 ] 1408 0 0 12 0

24| 7 1 1 Downlink 25 177 178 8 1408 0 0 7 0

25| 7 2 1 Downlink 52 177 178 3 1408 0 0 13 0

26| 7 1 1 Uplink 25 178 179 8 1408 0 0 8 0

27| 7 2 1 Downlink 52 178 179 8 1408 0 0 14, 0 5

LTENR Radio Resource Allocation | Pivot Table(Custom) | (&) [ ] M
Ready T Accessibility: Unavailable B B ——s—+ 100%

Figure 3-72: LTENR_Radio_Resource_Allocation_Log.csv file

Implementation details and assumptions:

e In the case of scheduling algorithms such as Max Throughput when all PRB’s are
allocated to one UE, the entries for the other UEs for which allocation did not happen is
not written to the log file.

e Rank is a metric used for resource allocation.
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3.22 Enable detailed logs in 5G NR

A detailed 5G NR log can be enabled by a user, by going to the file LTE_NR.h, and then
uncommenting the #define LTENR_LOG and #define LTENR_LOG_DEV.

0 File Edt View Gt Project Buld Debug Test Analyze Tools Extensions Window Help |Seorc 1 i Signin R — X
i@-0 |- & veshare & [0

~ ®  Solution Explorer ~ §X

(Global Scope) E Ers af|lo-s08| ’
3y #pragma endregion A
35 Search Solution Explorer (Ctrl+;) Al
36  E#ifdef __cplusplus = 4 ELEMNR -
37 |exte b o0 References
38 #endif b &1 External Dependencies
29 - b [ LTENRC
ue 7?:({1‘?"\-} ﬁ:‘:"L;Gm MACRO b B LENRA
:; ‘7__; e == b [ LTENR AMCTable.c
o

u3 fidefine LTENR_LOG_DEV ] b [ LTENR AMCTableh
ud =1//#define LTENR_PROPAGATION_LOG 1l b [ LTENRAMF.c
us //#define LTENR_PDCP_LOG b [ LTENR AntennaModel.c
u6 //#define LTENR_RLC_LOG b [ LTENR AntennaModelh
47 //#ifdef LTENR_RLC_LOG b [ LTENR Association.c
ug //4define LTENR_RLC_BUFFERSTATUSREPORTING_LOG > [ LTENR Bufferh
49 j;nde:ét{xe LTENR_RLC_TRANSMISSIONSTATUSNOTIFICATION_LOG > @ LTENR_CodeBlockSegmentation.c
50 ttendi

i > [ LTENR Coreh
51 //tendif // LTENR_LOG S

#pragma endregion
b B LTENREPCh
E#pragma region TYPEDEFS b [d) LTENR EPSBearer.c

55 // Typedef's that are referenced in multiple headers file b [ LTENR EPSBearerh ~

56 typedef struct stru_LTENR_AssociatedUEPhyInfo LTENR_ASSOCIATEDUEPHYINFO, * ptrLTENR_ASSOCIATEDUEPHYINFO;
57 typedef struct stru_LTENR_GNBPHY LTENR_GNBPHY, * ptrLTENR_GNBPHY;
| #pragma endregion //TYPEDEFS

Solution Explorer [ET e e

Properties

Ei#pragna region DEVICE_TYPE
61 static bool isFastProcessing = true;
62 B /s

Ao Ol 2

Ln:43  Ch:1  TABS CRIF

Error List

Entire Solution =

™ Code  Description

Search Error List

A 0Warnings | @ 0Messages

Output

Figure 3-73: Enable LTE_NR log file in visual studio

Then rebuild the code and run the simulation.

n File Edit View Git Project Build Debug Test Analyze Tools Extensions Window Help Searcl rl+Q) NetSim Signmt{ - X

®- P Local Windows Debugger - [> ¢ - BB [ 51 o ' & Liveshare B
iy Build
(Global Scope) + Rebuild |
#pragma endregion a E Clean
) o View »
J#ifdet cplusplus B Analyze and Code Cleanup »
sendif ) Project Only »
Retarget Projects
Ciépragna region LOG_MACRO i
| | #define LTENR_LOG ' SIS
T3 New Solution Explorer View
Ci#ifdef LTENR_LOG
[ | #define LTENR_LOG_DEV Build Dependencies '
_F1//#define LTENR_PROPAGATION_LOG Add ,
| | 7/8define LTENR_RADIO_MEASUREMENTS_LOG & Closs Winard.. ColsShifta
//4define LTENR_PDCP_LOG "
| | #/4define LTENR_RADIO_RESOURCE_ALLOCATION_LOG ) Demrelirembeieg=s
* | //4define LTENR_MACHULTIPLEX_HARQ_LOG B Set as Startup Project
//adefine LTENR_RLC_LOG e ,
//#ifdef LTENR_RLC_LOG g
//4define LTENR_RLC_BUFFERSTATUSREPORTING_LOG % cut CtrieX
//adefine LTENR_RLC_TRANSHISSIONSTATUSNOTIFICATION_LOG _— e
#endif // LTENR_LOG
#pragwa endregion X Remove Dl
% =l Rename F2

Ln:56  Ch:5  TABS  CRLF

Figure 3-74: Rebuild 5G Project

Unload Project

The log file will be available under Log Files menu in the left panel of the Results Window.

v13.3 Page 155 of 230



Simulation Results
v Network Performance
Link_Metrics
Queue_Metrics
TCP_Metrics
IP_Metrics
> IP_Forwarding_Table
UDP Metrics
> Switch Mac address table
Application_Metrics
LTENR_Cell_Metrics
v Pplots
> Link_Throughput
> application_Throughput

Expoit Results {.xIs/.csv)

Print Results (.html)

¥ Log Files

LTENRIog

Restore To Original View

Application_Metrics_Table

Application_Metrics

Application D Throughput Plot

1

Application Throughput plot

Link_Metrics_Table

Link_Metrics

Link 1D

Al

UV

7

Link Throughput Plot

A
Link throughput
Link throughput
Link throughput
Link throughput
Link throughput
Link throughput
Link throughput

Packets Transmit... Packets Errored

Data
3787
0

0
246
0
945
0

0

[] Detailed View | TCP_Metrics

Application Name  Packets Generated ~ Packets Recei  Source Destination

App1_CBR 950 UPF_1 ANY_DEVICE
SMF_2 ANY_DEVICE
AMF_3 ANY_DEVICE
UES ANY_DEVICE
ROUTER 9 ANY_DEVICE
WIRED_NODE_10  ANY_DEVICE

Control
10
2

2
0
3
0
3

0

Data
6
0
0
1
0
1
0

0

Control

o o o o o o o o

Packets Collided

Data
0
0
0
0
0
0
0

0

Control

0
0
0
0
0
0
0

0

SegmentSent  SegmentReceived  AckSent  Ack Received

0
0
0
0
0
0

© TETCOS LLP. All rights reserved

[] Detailed View
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Sk wmene ax

[] Detailed View | Queue_Metrics
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Deviceid  Portid Queued_pa.. Dequeucd_.. Dropped_p..

NetSim does not calculate eNB/gNB-UE link throughputs in LTE and 5G. Refer to the LTE NR Cell Metrics
table available under Network Performance on the top left.

Figure 3-75: Results Window

Ne content in table

Among various values noted in the log file is the CQI and MCS information. For example, a

user would see in the log file:

CQI Table

15 256QAM 948 7.406300

MCS Table

27 256QAM 8 948.000000 7.406300

The CQI information is according to the 38-214 Table 5.2.2.1-2, 5.2.2.1-3, 5.2.2.1-4. And in
the above example:

e COQlIndex: 15

¢ Modulation: 256QAM

e Code Rate x [1024]: 948

o Efficiency: 7.406300

The MCS information is according to the 38-214 Table 5.1.3.1-1, 5.1.3.1-2, 5.1.3.1-3. And in

the above example:

e MCS Index:27

e Modulation: 256QAM
¢ Modulation Order: 8
o Target code Rate x [1024]: 948.000000

e Spectral efficiency: 7.406300
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4 Featured Examples

4.1 Understand 5G simulation flow through LTENR log file

Open NetSim, Select Examples ->5G NR ->5G Log File and Packet Trace then click on the
tile in the middle panel to load the example as shown in below screenshot

[ MetSim Hame

NetSim Standard

Network Simulation/Emulation Platform
Version 12.2.34 (64 Bit)

New Simulation Ctrl+N  Example Simulations 56 Log File and Packet Trace Results
our Werk e Software Defined Networks
10T-WSN

Cognitive Radio Networks

LTE and LTE-A

Understand the 5G NR log file and packet trace fields. This requires rebuilding the
underlying seurce code.
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Inter arrival time: 20000 us

Transport layer protacol: UDP

Distance vs Throughput Enabled LTENR log in LTE_NR.c source code}
Scheduling

Distance vs Pathloss

Max Throughput vs Bandwidth and Numerology
Qutdoor vs Indoor

4G vs 56

5G Pesk Throughput

GNE cell radius for different data rates

Hcense Settings Distance vs Throughput n261 band - ]
Max Throughput vs MCS and CQI =
Impact of numerslogy on a RAN with phones sensors
UE Movement vs Throughput

Ready to simulate scenarios o understand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulstion examples. Then dlick on 2 tile in the middle pane! to load
the simulation. Click on the book icon on the left (Example Simulations) panel to view documentation (pdf)

Learn Documentation Contact Us
- Email - sales@tetcos.com
nt Manual = jy Libraries Phone - +91 767 605 4321
So Help Website ; www.tetcos.com

Figure 4-1: List of scenarios for the example: 5G Log File and Packet Trace

The following network diagram illustrates, what the NetSim Ul displays when you open the
example configuration file.

/ L2 Switch_5 L2_Switch_6 L2 Switch_4

Wired_Node_10

Figure 4-2: Network set up for studying the 5G Log File and Packet Trace
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Settings done in example config file:

1. CBR application source id as 10 and destination id as 8 with Packet_Size as 1460 and
InterArrival_Time as 20000 (Generation rate of 0.584 Mbps). Transport Protocol is set to
UDP.

2. Set other properties to default.

3. The log file can be enabled per the information provided in Section 3.22.

4. Enable Plots, Packet Trace and Run Simulation for 10s.

To view and study the 5GNR design/flow of the simulation, use the LTENR.log file which can

be opened post simulation from Results Window > Log Files.

For logging additional information relating to Buffer-status-natification, open the source code

and inside the LTE NR project, uncomment the lines given below in LTE_NR.h
LTE_NR.h

#define LTENR_LOG_DEV

#define LTENR_PDCP_LOG

#define LTENR_RLC_BUFFERSTATUSREPORTING_LOG

TENRK = X ~ & Solution Explorer - X

[ LTENR -] (Globsl Scope) 1 -+ 0alo-s006 o ;
30 #pragma endregion - - = T
Search Solution Explorer (Ctrl+;) P~

= [ LTENR.c

B LTENRA
LTENR_AMCTable.c

m#tifdef __cplusplus

38 #endif

3

b

b

b [ LTENR AMCTableh

3 LTENR_AMF.c

b [@) LTENR_AntennaModel.c
b [ LTENR AntennaModel.h
b
3
3
b
b
b

2 region LOG_MACRO ]
e LTENR_LOG ll
//#ifdef LTENR_LOG

u3 #tde e LTENR_LOG_DEV

uy || //#define LTENR_PROPAGATION_LOG
us #define LTENR_PDCP_LOG 1l
u6 #define LTENR_RLC_LOG

u7 /1% ef LTENR_RLC_LOG

F efine LTENR_RLC_BUFFERSTATUSREPORTING_LOG

u9 =//#define LTENR_RLC_TRANSMISSIONSTATUSNOTIFICATION_LOG
50 //tendif |
51 ||//#endif 7/ LTENR_LOG
52 #pragma endregion

[@) LTENR Association.c
[ LTENR Bufferh
LTENR_CodeBlockSegmentation.c

[ LTENR Coreh
LTENR_EPC.c
[ LTENR_EPCh
b [@ LTENR_EPSBearer.c
I Solution Explorer

» Ln:48  Ch:1 TABS  CRLF

Figure 4-3: LTENR code uncomment to log Buffer-status-notification and Transmission-status-

notification

Rebuild the code to enable logs per Section 3.22 in the 5G-NR manual. Note that log files
would generally be quite large (>10 MB of size). In the GUI enable packet trace and event
trace before running the simulation. Run the simulation. Open the packet trace and ltenr.log
file from the results window.

1. The Physical Resource Block (PRB) list is formed at the beginning of the log file. This

corresponds to 1 slot (2% ms) in time-domain and 15 * 12 * 2# kHz in frequency domain.
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ENR.ICG x
Forming PRB list for ghB 7:4 --
CA_ID= ©
F_Low_MHz = 3300
F_High_MHz = 3800
cﬁanﬁef Bandwidth MHz = 10.000000 _—] 15 % 2 * 2# KHz
[ PRB_Bandwidth kHz = 180.000000 | 4
Guard_Bandwidth_kHz = 312.500000
PRB_ID F_Low F_High F_center
1 3300.312500 3300.492500 3300.402500
3300.492500 3300.672500 3300. 582500
3 3300.672500 3300.852500 3300.762500
4 3300.852500 3301.032500 3300.942500
5 3301.032500 3301.212500 3301.122500
6 3301.212500 3301.392500 3301.302500
7 3301.392500 3301.572500 3301.482500
8 3301.572500 3301.752500 3301.662500
9 3301.752500 3301.932500 3301.842500
10 3301.932500 3302.112500 3302.022500
1 3302.112500 3302.292500 3302.202500
12 3302.292500 3302.472500 3302.382500
13 3302.472500 3302.652500 3302.562500
14 3302.652500 3302.832500 3302.742500
15 3302.832500 3303.012500 3302.922500
16 3303.012500 3303.192500 3303.102500
17 3303.192500 3303.372500 3303.282500
18 3303.372500 3303.552500 3303.462500
19 3303.552500 3303.732500 3303.642500
20 3303.732500 3303.912500 3303.822500
21 3303.912500 3304.092500 3304.002500
22 3304.092500 3304.272500 3304.182500
23 3304.272500 3304.452500 3304.362500
24 3304.452500 3304.632500 3304.542500
25 3304.632500 3304.812500 3304.722500
26 3304.812500 3304.992500 3304.962500
27 3304.992500 3305.172500 3305.082500
28 3305.172500 3305.352500 3305. 262500
29 3305.352500 3305.532500 3305.442500
30 3305.532500 3305.712500 3305.622500
31 3305.712500 3385.892500 3305.802500

Figure 4-4: LTE NR Log File: PRB List
2. The naming convention used in the ltenr log file is gNB <gnb ID>:<Interface>. For

example, gNB 7:4 means gNB 7 interface 4.

= For each numerology and carrier, a resource grid of (max. number of resource blocks
for that numerology) * (number of sub-carriers per resource block) and (number of
symbols per sub-frame of that numerology) is defined.

= In this example the GUI settings (gNB 5G-RAN interface Physical Layer) are:

u (numerology) is set 0.

O

o No. of resource blocks (PRB count) = 52
o No. of sub-carriers per PRB = 12

No. of symbols per sub-frame of numerology (0) = 1.

O

= The log file explains the PRB list for gNB (7) on interface (4):

o The lowest (F_Low_MHz) and highest frequency (F_High_MHz) for the
Uplink/Downlink operating bands are logged first along with the channel bandwidth
(MHz), PRB bandwidth(kHz) and guard bandwidth(kHz).

o The list defines the lower frequency, upper frequency, and central frequency in MHz

for each physical resource block of the PRB count.
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LTENRIog x

Forming PRB list for gNB 7:4 --

CA_ID= 0
F_Low_MHz = 3300 (a) Frequency Range of
F_High_MHz = 3800 Band, Channel Bandwidth
Channel_bandwidth_MHz = 10.000000 selected, Guard Bandwidth

PRB_Bandwidth_kHz = 180.000000
Guard_Bandwidth_kHz = 312.500000
PRB_ID F_Low F_High F_center

1 3300.312500 3300.492500 3300.402500
3300.492500 3300.672500 3300.582500

3 3300.672500 3300.852500 3300.762500

4 3300.852500 3301.032500 3300.942500

5 3301.032500 3301.212500 3301.122500 —

6 3301.212500 3301.392500 3301.302500 (b) PRB list with

7 3301.392500 3301.572500 3301.482500 lower frequency,

8 3301.572500 3301.752500 3301.662500 higher frequency

9 3301.752500 3301.932500 3301.842500 and centra

10 3301.932500 3302.112500 3302.022500 frequency

11 3302.112500 3302.292500 3302.202500

12 3302.292500 3302.472500 3302.382500

13 3302.472500 3302.652500 3302.562500

14 3302.652500 3302.832500 3302.742500

15 3302.832500 3303.012500 3302.922500

16 3303.012500 3303.192500 3303.102500

17 3303.192500 3303.372500 3303.282500

18 3303.372500 3303.552500 3303.462500

19 3303.552500 3303.732500 3303.642500

20 3303.732500 3303.912500 3303.822500

21 3303.912500 3304.092500 3304.002500

22 3304.092500 3304.272500 3304.182500

23 3304.272500 3304.452500 3304.362500

24 3304.452500 3304.632500 3304.542500

25 3304.632500 3304.812500 3304.722500

26 3304.812500 3304.992500 3304.902500

27 3304.992500 3305.172500 3305.082500

28 3305.172500 3305.352500 3305.262500

29 3305.352500 3305.532500 3305.442500

Figure 4-5: LTE NR Log File: Lower, Higher and Central Frequencies for PRB List
3. The UE association/dissociation is done which is logged. UE (8) on interface (1)

associates with gNB (7) on interface (4). During UE association:

= The Adaptive Modulation and Coding (AMC) information is initialized for Uplink and

Downlink:

o AMC information: Links Spectral efficiency is calculated and based on this Channel
quality indicator (CQI) (Includes the CQI index, modulation, code rate and efficiency)
and Modulation coding scheme (MCS) (Includes the MCS index, modulation,
modulation order, code rate and spectral efficiency) is read from the standard table

and setup for both Downlink and Uplink.
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LTENRIcg x
Destination Id = @

Packet size = 8 -
v[ PHY-- UE 8:1 is associated with gNB 7:4 | UE<Id>:<Interface> associated with
gNB<Id>:<Interface>

Carrier Id =0
v Propagation Model starts for gNB=7 and UE=§
2D Distance = 328.024389m
3D Distance=328.134500m
Channel condition = LOS
v Total Propagation Loss = 99.565106dB
PathLoss = 94.727349dB
Shadow Fading Loss = 4.837757dB
021 Penetration Loss = 0.000000dB
v Downlink for Layer 1
Thermal Noise = -103.827956dB
Signal to Noise Ratio (SNR) = 49.256971dB
Spectral Efficiency = 16.362829dB

> Downlink for Layer 2w
> UPlink for Layer 1
> UPlink for Layer 2
v amd| info between ghB 7:4 and UE 8:1, Carrier Id = @, Layer Id = © for downlink-
Spectral Efficiency = 16.362829 Spectral Efficiency,
CQIpTEble <« cQiTable and McS
15 64QAM 948 5.554700 Table
MCS Table
28 6400M 6 772 .000000 4.523400
9w AMC info between gNB 7:4 and UE 8:1, Carrier Id = @, Layer Id = 1 for downlink-
Spectral Efficiency = 16.957604
€QI Table
15 64QAM 948 5.554700
MCS Table
28 64QAM & 772.000000 4.523400
16 ¥ AMC info between gHB 7:4 and UE 8:1, Carrier Id = @, Layer Id = @ for uplink

Spectral Efficiency = 9.017298

srr woLal

Figure 4-6: LTE NR Log File: UE Association
4. The numerology is equal to 0, hence the slots/sub-frame = 1 and there will be 10 sub-
frames per frame. Accordingly, the frames, sub-frames and slots are created as shown

below:

= A new frame gets started for the gNB, where the frame id=1, start time and the end
time of the frame are logged.

= After the frame-1 starts, the sub-frame for the same gnb is started within the frame.
The frame id=1, sub-frame id=1, start time and end time are logged

= Within frame-1, sub-frame-1 a slot is started. This slot’s ID (1), slot type (Uplink), start

time and end time are logged.

LTENR.Iog x
47 3308.592500 3308.772508 3308.682580
48 3308.772500 3308.95250@ 3308.862500
49 3308.952580 3309.132588 3309.842580
50 3309.132500 3389.312500 3309.222500
51 3309.312500 3389.452500 3309.402500
52 3309.492500 3389.672500 3309.582500

Starting new frame for gNB 7:4

CA_ID for Frame = @ Frame_ld, Start time and
Frame Id = 1 End time for frame
Frame start time (us) = ©.000000

Frame end time (us) = 10000.000000
Starting new sub frame for ghB 7:4
CA_ID for SubFrame = @

Frame Id = 1 SubFrame_ld, Start time and
— -~

SubFrame Id = 1 End time for subframe

SubFrame start time (us) = ©.000008

1860 .000000

SubFrame end time (us
Starting new slot for g 7:4
CA_ID for Slot - ©

;:Z?iaig :dlz 1 Slot_Id, Slot type, Start time
Slot Id = 1 +—————— and End time for slot per
©.000000 subframe

Slot start time (us)
slot end time (us) =
Slot type = UPLink

Starting new sub frame for ghB 7:4

CA_ID for SubFrame = @

Frame Id = 1

SubFrame Id = 2

SubFrame start time (us) = 1000.008000

SubFrame end time (us) = 2000.000080
Starting new slot for gNB 7:4
€A_ID for Slot = @

Frame Id = 1

SubFrame Id = 2

slot Id = 1

slot start time (us) = 1090.000000

1060. 000000

Figure 4-7: LTE NR Log File: Frame and Sub Frame list with start time and end time
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5. The RLC-sublayer will check the UE buffer for packets. Based on the logical channel
(DTCH) and the transmission mode (UM, AM), the entity is identified, and the buffer size
of each mode is read. The combined buffer size of all the modes gives the total buffer size
(number of bytes to be processed).

6. The RLC sub-layer then processes the transmission status notification for downlink:

= |nitially the RLC transmission for the control takes place, where the transmission status
for each of the control logical channels i.e., BCCH, CCCH, DCCH and PCCH is
calculated based on the mode (TM & AM) they support.

= While calculating the transmission status for control, the RLC sends the Physical Data
Unit (PDU) based on the mode (TM or AM).

= Later the RLC transmission for the data packet happens, where the transmission status
for traffic logical channel i.e., DTCH is calculated based on the AM and UM mode it

supports.

= DTCH channel supports Un-Ack mode (UM). It checks for the buffer and if the buffer
isn’t NULL:

o It will find the buffer that matches the logical channel, and it only proceeds further if
the size of the PDU is within the minimum RLC PDU size.

o Ifthe message packet is NULL (or) message type is user data & the payload of PDU
is greater than size of PDU, it fragments the UM data buffer packet (or else) the

buffer is marked for removal.

o Then the RLC sends the PDU to the MAC layer. And then the RLC buffer gets
updated.

7. Attime 1000502.4 us packet arrives at the Service Data Adaptation Protocol (SDAP) sub
layer in the gNB:

= As the packet arrives at the SDAP sub-layer, the SDAP header is appended to the

Packet with header size.

= SDAP sets the RLC mode (here, acknowledge mode) based on QoS, and the logical
channel (DTCH) is chosen.

8. The packet is passed to the Packet Data Convergence Protocol (PDCP) sub-layer at gNB:
= Packet is enqueued to the transmission (Tx) buffer and discard time is started.

= PDCP header is added, and packet is passed to the RLC sub-layer.
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9. The packet is then passed to the Radio Link Control (RLC) sub-layer at gNB and is added
to the transmission buffer.

LTENRIGG ®
MCS Table
28  B4QAM 6 772.000000 4.52340@
AMC info between ghB 7:4 and UE 8:1, Carrier Id = 8, Layer Id = 1 for uplink-
Spectral Efficiency = 11.864642
CQI Table
15 64QAM 948 5.55478@
MCS Table
28 64Q4M 6 772.000000 4.523400

Time IPBBEBZ‘ﬂGGGGGUS, Device 7, Interface 4, sublayer SDAP
Information on packet arriving from upper sublayer

Packet Id = 1
Packet Type = Appl_CBR
Source Id = 1@

Destination Id = 8
Packet size = 1488

Adding SDAP header to packet. Hdr size = 1
Logical Channel = DTCH

RLC Mode = Acknowledged Mode
Passing packet to PDCP —— 8
Time 1000502.400088us, Device 7, Interface 4, sublayer RLC
Information on packet arriving from upper sublayer

Packet Id = 1

Packet Type = Appl_CBR . 4@

Source Id = 18

Destination Id = 8

Packet size = 1505

Packet is for AM mode.
Adding packet to transmission buffer. SN = @

Starting new sub frame for ghB 7:4
CA_ID for SubFrame = @
Frame Id = 1@1
SubFrame Id = 2
SubFrame start time (us) = 1001060.800008
SubFrame end time (us) = 1082000.000000
Starting new slot for gNB 7:4

Figure 4-8: LTE NR Log File: SDAP, PDCP and RLC sublayers
10. Now a new sub frame id - 2 with slot id - 1 gets created for the frame id - 1. Here the slot

type (Downlink)

LTENRIog x
CA_ID for Frame = @
Frame Id = 1
Frame start time (us) = 0.000000
Frame end time (us) = 10000.000000
Starting new sub frame for gNB 7:4
CA_ID for SubFrame = @
Frame Id = 1
SubFrame Id = 1
SubFrame start time (us) = 0.000000
SubFrame end time (us) = 1600.000000
Starting new slot for ghB 7:4
CA_ID for Slot = @
Frame Id = 1
SubFrame Id = 1
Slot Id = 1
Slot start time (us) = ©.000000
slot end time (us) = 1000.000000
Slot type = UPLink
Starting new sub frame for gNB 7.4
CA_ID for SubFrame = @
Frame Id = 1
SubFrame Id = 2
SubFrame start time (us) = 1000.000000
SubFrame end time (us) = 2000.000000
Starting new slot for gNB 7:4
CA_ID for Slot = @
Frame Id = 1
SubFrame Id = 2
Slot Id = 1
Slot start time (us) = 1000.000000
slot end time (us) = 2000.000000
Slot type = Downlink
Starting new sub frame for gNB 7:4
CA_ID for SubFrame = @
Frame Id = 1
SubFrame Id = 3
SubFrame start time (us) = 2000.000000
SubFrame end time (us) = 3000.000000
Starting new slot for ghB 7:4

Figure 4-9: LTE NR Log File: Frame Id and slot Id
11. The RRC related packets like RRC_MIB, RRC_SIB1 arrives are RLC Sub-layer and the

packets are added to the transmission buffer.
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slot end time (us) = 160000.000000
Slot type = Downlink

Time 160000.000000us, Device 7, Interface 4, sublayer RLC
Information on packet arriving from upper sublayer
Packet Id = @
Packet Type = RRC_SIB1
Source Id = 7
Destination Id = @
Packet size = 8
Packet is TM mode.
Adding packet to transmission buffer.

Time 160000.000000us, Device 7, Interface 4, sublayer RLC
Information on packet arriving from upper sublayer
Packet Id = @
Packet Type = RRC_MIB
Source Id = 7
Destination Id = @
Packet size = 8
Packet is TM mode.
Adding packet to transmission buffer.

Starting new frame for gNB 7:4
CA_ID for Frame = 0
Frame Id = 17
Frame start time (us) = 160000.000000
Frame end time (us) = 170000.000000
Starting new sub frame for gNB 7:4
CA_ID for SubFrame = @
Frame Id = 17
SubFrame Id = 1
SubFrame start time (us) = 160000.000000
SubFrame end time (us) = 161000.000000
Starting new slot for gNB 7:4
CA_ID for Slot = @
Frame Id = 17
SubFrame Id = 1

Figure 4-10: LTE NR Log File: RRC Packet details
12. The data packet is sent from the transmission buffer in DTCH logical channel (for
downlink) from gNB to UE. This packet is sent to the MAC sub-layer and the packet is
then added to the transmitted buffer.
13. The packet enters the Radio Link Control (RLC) protocol sub-layer in the MAC layer at
the UE:

= The PDU (Physical Data Unit) is received at the UE, specific to RLC mode:

= The AMPDU header of the packet is received and logged. If the sequence number of

the PDU is outside the receiving window, the PDU is discarded.

= |t checks if the PDU is already present in the reception buffer. If present it drops the
PDU and if the PDU is not present in the reception buffer, then it is added to the
reception buffer: The sequence index (Sl), sequence number (SN), and sequence

order (SO) for the corresponding mode also get updated.

= Checks if all the Service Data Unit (SDU) byte segments of the PDU packet have been
received. If not, it waits for the remaining SDU’s before transmitting packet. The
reassembly is done for all the SDU if all the SDU byte segments of PDU packet are

received.
= Checks if the reassembly timer is started or not and stops if started and vice-versa.

= And the status report of RLC-AM is set as delayed.
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LTENRIog .

Sending packet to MAC sublayer. SI=ALL, SN=@, S0=0 4_______________{:::3

Adding packet to transmitted buffer. SI=ALL, SN=@, 50=0

Time 1861999.000@90us, Device 8, Interface 1, sublayer RLC

Information on packet arriving from lower sublayer

Packet Id = 1

Packet Type = Appl_CBR

Source Id = 1@

Destination Id = 8

Packet size = 1507

Received AMDPDU HDR /I;A‘\\
SI = ALL 1 -a )
SN =9 \_/
so=8
Poll bit = 1

To recption buffer found for SN @. Creating new buffer. | +—————— 13-b

All bytes for SDU with SN @ received. 13-¢

Reassembly all bytes. 13-d

SDU payload size = 1488 bytes

SDU overhead size = 17 bytes.

SDU total size = 1505 bytes.Sending SDU to PDCP.

Time 1001999.00000@us, Device 8, Interface 1, sublayer SDAP
Information on packet arriving from lower sublayer
Packet Id = 1
Packet Type = Appl_CBR
Source Id = 18
Destination Id = 8
Packet size = 1489
Constructing Status PDU. NACK size = @, Count = @
Passing packet to TM mode for transmission
Packet is TM mode.
Adding packet to transmission buffer.
Starting new sub frame for ghB 7:4
CA_ID for SubFrame = @
Frame Id = 101
SubFrame Id = 3
SubFrame start time (us) = 1002000.000000
SubFrame end time (us) = 1883060.000000

Figure 4-11: LTE NR Log File: MAC sublayer, AMDPDU Header
14. If the header exists, the STATUSPDU is constructed, else the status will be marked as
delayed and the packet will pass to TM mode for transmission. PDU is handed over to

RLC TM mode and packet gets added to transmission buffer.

| LTENR - Notepad - ] X
File Edit Format View Help
Packet size = 1507 ~
Received AMDPDU HDR
SI = ALL
SH =1
so=8
Poll bit = 1

No recption buffer found for SN 1. Creating new buffer.
ALl bytes for SDU with SN 1 received

Reassembly all bytes.

SDU payload size = 1488 bytes

SDU overhead size = 17 bytes

SDU total size = 1585 bytes.Sending SDU to PDCP.

Time 1021999.008000us, Device 8, Interface 1, sublayer SDAP
Information on packet arriving from lower sublayer
Packet Id = 2
Packet Type = Appl CBR
Source Id = 18
Destination Id = 8
Packet of = 1429
onstructing Status PDU. NACK size = @, Count = @
Passing packet to TM mode for transmission
Packet is TM mode.
Wdding packet to transmission buffer
Tarting new sub frame for gNB 7.4
CA_ID for SubFrame = @
Frame Id = 103
SubFrame Id = 3
SubFrame start time (us) = 1022000.000000
SubFrame end time (us) - 102300.000000
Starting new slot for ghB 7:4
CA_ID for Slot = @
Frame Id = 183
SubFrame Id = 3

Slot Id = 1
Slot start time (us) = 1022000.000000
slot end time (us) - 1023000.000000 ©

Ln 36335, Col 19 100%  Windows (CRLF) UTF-8

Figure 4-12: LTE NR Log File: STATUSPDU Construction

15. The packet is received by the PDCP sub-layer. The PDCP state variables like the receive
sequence number(sn), receive hyper frame number(hfn) and the receive count are
calculated.

16. Next the STATUSPDU gets transmitted from the UE to the gNB (See Packet Trace)
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PACKETID | SEGMENT 1D - | PACKET_TYPE | - | CONTROL PACKET TYPE/APD NAME | -] SOURCE ID | - | DESTINATIONLID | - | TRANSMITTERID | +| RECEVERLID |~ | APP LAVER ARRIVAL TIME(US) | ~ | TROCLAVER ARRIVAL TIME(US)
0 N/A Control_Packet UE_MEASUREMENT_REPORT UE-8 GNB-7 UE-S GNE-7 N/A NIA NiA
o N/ Control_Packet RRC_SIB1 GNB-7 Broadcast 0 GNB7 ues N/A N/A n/A
0/N/a Control_Packet RRC_MIB GNB-7 Broadcast-0 GNg-7 =) [ niA NfA
ON/A Control_Packet RAC_MIB GNB-7 Broadcast-0 GNE-7 UEE N/A NiA N/A
oN/a Control_Packet UE_MEASUREMENT_REPORT uEs GNB7 UEE aNB-7 N/A N/A n/A
0 NjA Control_Packet RRC_SIBL GNB-7 Broadcast-0 GNB-7 uEg N/ na /A
0 NfA Control_Packet RAC_MIB GNB-7 Broadcast-0 GN-7 UEE N/A niA NiA
o N/ Control_Packet UE_MEASUREMENT_REPORT uEs GNB.7 UES aNB-7 N/A N/A n/A
0/N/a Control_Packet RRC_MIB GNB-7 Broadcast-0 GNg-7 =) [ niA NfA
ON/A Control_Packet RAC_SIB1 GNB-7 Broadcast-0 GNE-7 UEE N/A NiA N/A
oN/a Control_Packet RRC_MIB GNB-7 Broadcast-0 GNB-7 uEs N/A N/A n/A
o N/A Contral_Packet UE_MEASUREMENT_REPORT vEs GNE-7 vEs GNB-7 N/A /A N/A
0 NfA Control_Packet RAC_MIB GNB-7 Broadcast-0 GNE-7 UEE N/A niA NiA
N/ Control_Packet UE_MEASUREMENT_REPORT [T} GNE-7 UEB GNE-7 N/A N/A N/A
0 /A Control_Packat RAC_SIB1 6NB-7 Broadcast-0 GNB.7 =) N/A NA NiA
0N/ Control_Packet RRC_MIB GNB-7 Broadcast-0 GNB-7 UE-E N/ NiA N/
1 o cer App1_CBR NODEWD  UEE NODE-10 ROUTER-9 1000000 1000000
1 o0cer Appl_CBR NODEID  UES ROUTER-9 UpF-1 1000000 1000000
1 oceR Appl_CBR NODE1D  UES UPE-1 SWITCH4 1060000 1000000
1 ocer App1_CBR NODEWD  UEE swiTcH-a GnE-7 1000000 1000000
1 o cer Appl CBR NODE-I0 __UES N7 UEs 1000000 1000000
O/ Control Packet_STATUSSDU Ues GhE.7 Ues GNBT WA B S— v |
F) 0 CBR App1_CBR NODELD  UEB NODE-10 ROUTER-9 1020000 1020000
H o0cer Appl_CBR NODEID  UES ROUTER-9 UpF-1 1020000 1020000
2 oceR Appl CBR NODE1D  UES UPE-1 SWITCH4 1020000 1020000

| z ocer [App1_CBR noDE10  UEE swiTcH-a GnE-7 1020000 1020000
2 ocer Appl_CBR NODE-10  UE-S oNB.7 =) 1020000 1020000
0N/ Control_Packet STATUSPDU UES GNB-7 UE-B GNB-7 N/ NiA N/
3 o cer App1_CBR NODEWD  UEE NODE-10 ROUTER-9 1040000 1040000
3 o0cer Appl_CBR NODEID  UES ROUTER-9 UpF-1 1040000 1040000
f oceR Appl_CBR NODE1D  UES UPE-1 SWITCH4 1040000 1040000
3 ocer App1_CBR NODEWD  UEE swiTcH-a GnE-7 1040000 1090000
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Figure 4-13: 5G NR Packet Trace

17. The packet enters the Radio Link Control (RLC) protocol sub-layer in the MAC layer at
the UE. Specific to the RLC mode (TM), it receives the Physical Data Unit (PDU) at the

UE:

= Based on the control data type of the packet, the case is chosen.

= Since it is STATUSPDU type, the STATUSPDU packet is received accordingly at the
gNB. And the RLCAM transmitted buffer is cleared, and poll retransmit timer is stopped.

4.2 Effect of distance on pathloss for different channel

models

Open NetSim, Select Examples ->5G NR ->Distance vs Pathloss then click on the tile in the

middle panel to load the example as shown in below screenshot

NetSim Home

NetSim Standard

Network Simulation/Emulation Platform
Version 13.2.34 (64 Bit)

New Simulation
Your Work
| Examples

Experiments

License Settings

Exit

Support

Ctrl+N

Ctrl-0

Alt+F4

Ver 13.3

Example Simulations

b
[
r
[
[
[
[
[
[
[
4

Ready to simulate scenarios to understand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then dlick on a tile in the middle pane! to load

Internetworks

Cellular Networks
Advanced Routing -
Mobile Adhoc Networks
Software Defined Networks
10T-WSN

Cognitive Radio Networks
LTE and LTE-A

VANETs

Satellite Communication
5G NR

.

Distance vs Pathloss

Rural Macro|

Urban macro

Indoor office

Urban micro

Distance vs Throughput
Scheduling

Max Throughput vs Bangwidth and Numerology

Outeloor vs Indaar

Rural Macro

Understand the difference in LOS and NLOS path loss by varying the distance between UE

and gNB for Rural macro scenarios.

L0S 30m

LOS S0m

Distance between gNB - UE: 30m
Outdoor scenaric: Rural macro
LOS NLOS selection: User defined
LOS probability: 1

Distance between gNB - UE: 50m
Outdoor scenario: Rural macro
LOS NLOS selection: User defined
LOS probability: 1

Los 70m

Distance between gNB - UE: 70m
Qutdoor scenaric: Rural macro
LOS MLOS selection: User defined
LOS probability: 1

LOS 100m

Distance between gNE - UE: 100m
Outdoor scenario: Rural macro
LOS NLOS selection: User defined
LOS probability: 1

L0S 300m

LOS 500m

the simulation. Click on the book icon on the left (Example Simulations) panel to view documentation (pdf).

Learn

Documentation
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Figure 4-14: List of scenarios for the example of Distance vs Pathloss
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The following network diagram illustrates, what the NetSim Ul displays when you open the

example configuration file.

\ﬁ_ Yiaer?
B\N_éjj A3
584 |
Kbps 3
oL | |

L

UES

SMF_2

L2_Switch 6

Figure 4-15: Network set up for studying the Distance vs Pathloss
4.2.1 Rural-Macro
4.2.1.1 Line-of-Sight (LOS)
Settings done in example config file

1. Set distance between gNB_7 and UE_8 as 30m.
2. Go to gNB properties - Interface (5G_RAN) > PHYSICAL_LAYER.

Properties
CA Type INTER_BAND_CA
CA Configuration CA_2DL_1UL_n39_n41
Pathloss Model 3GPPTR38.901-7.4.1
Outdoor_Scenario RURAL_MACRO
LOS_NLOS_Selection USER_DEFINED
LOS_Probabillity 1
Shadow Fading Model None

Fading_and_Beamforming | NO_FADING_MIMO_UNIT_GAIN
Table 4-1: gNB >Interface (5G_RAN) >Physical layer properties

NOTE: HARQ mode in gNB properties a Interface (5G_RAN) a Datalink layer is disabled in all 5G
featured examples.

1. CBR application source id as 10 and destination id as 8 with packet size as 1460Bytes
and Inter_Arrival_time as 20000us (Generation Rate=0.584). Transport Protocol is set to
UDP. Additionally, the “Start Time(s)’” parameter is set to 1s, while configuring the
application.

Set UE height as 10m.

Set other properties to default.

Plots are enabled in NetSim GUI.

The LTENR Radio measurement log file must be enabled from the design window.

a s~ 0N
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e Logs can be enabled by clicking on the icon in the toolbar as shown below.

E}] 5G-NR_SA. Workspace Name: Vaishnavii. Experiment Name: LOS 30m
File Options Help

/" Wired/Wireless # Plots
M View Results

= ; 7% ] 2
Q E[:_E] @ (mld g Packet Trace Y
Node L2 Devices 5 Router  Base Station UE Building Application ﬁ Logs Run B Display Settings

Figure 4-16: Enabling log files in NetSim GUI.

e Select the LTENR Radio Measurements log and click on OK.

|—§E_ NetSim-5G_NR_mmWave logs >

You can enable or disable the recording logs of specific network logs from the list
provided.

—Metwork log:

LTENR Radio Measurements Log 3
D LTENR Resource Allocation Log
[] LTENR Handover TTT Log v

r—Additional* log
D |EEEB02.11 Radic Measurements Log
D IEEE 802.11 Backoff Log

[ 1eee 80211 Log

[7] oSPFLeg v
*depends on specific devices, logs or networks

oK Cancel

Figure 4-17: Enabling LTENR Radio Measurements Log

6. Run Simulation for 20s, after the simulation completes Go to metrics window expand Log

Files option and open LTENR Radio Measurement Log.csv and note down the Pathloss.

Simulation Results

— X

Link_Metrics

Application_Metrics [] Detailed View | TCP_Metrics [] Detalled View

Queve_ Metrics
Application ID Throughput Plot Application Name  Packets Generated  Packets Recei  Source Destinstion  SeqmentSent  SegmentReceived  AckSent  AckReceived D
TP etrics 1 Agplication Thioughput plot  App1_CER 950 044 pE1 ANV.DEVICE 0 0 0 0 0
1P Metrics SMF2 ANV.DEVICE 0 0 0 0 0
* IP_Forwarding Table AMF3 ANY_DEVICE 0 0 0 0 0
UDP Metrics UE8 ANY_DEVICE 0 0 0 0 0
* Switch Mac address table ROUTER_9 ANY_DEVICE 0 0 0 0 0
Application_Metrics WIRED_NODE_10  ANY_DEVICE 0 0 0 0 0

LTENR_Cell_Metrics
v Plots
> Link_Throughput

> Application_Throughput
>

Link_Metrics [ Detailed View | Queue Merics [] Detailed View

Export Results (.xls/.csv) Packets Transmit.. Packets Erored  Packets Collided Deviceid  Port_id Queued_pa.. Dequeued_. Dropped_p..
Link D Link Throughput Plot

Print Results (-htm) Data Control Data Contol Data Control
Al NA 3787 10 6 0 0 0 ~
1 Link throughput 0 2 0 0 0 0
2 Link throughput 0 2 0 0 0 0
3 Link throughput 96 0 1 0 0 0

Log Files . "
4 Link throughput 0 3 o 0 0 o o content in table
LTENR _Radio_Measurements_Log S treugneot

5 Link throughput 5 0 1 0 0 0
6 Link throughput 0 3 0 0 0 0
7 Link throughput 0 0 0 0 0 0

¢ > NetSim does not calculate eNB/gNB-UE link throughputs in LTE and 5G. Refer to the LTE NR Cell Metrics

Restore To Original View table available under Network Performance on the top left.

Figure 4-18: Results window
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AutoSave @ o) B~ = LTENR Radio_Measurements_Log £ Search (Al+Q) Nidhi mariswarmy "h Q L = - a]
File Home  Insert  Pagelayout  Formulas  Data  Review  View  Help  Table Design © Comments 1 Share ~
A2 2 £ | 161 v
A B c D E F [ H | J K L M N E
1 |Time(Millis¢ ~ | gMB/eNB Name| ~ | UE Name - | D i iated [~ | CA_ID [~ | channel [~ | Layer ID[ | Tx_Power(dBm) |~ | TotalLoss(dB)| - | PathLoss(dB) | ~ | ShadowFadir ~ | Rx_Power(dBm)|~ | SNR(dE) ~!
2 161!GNE77 UE_8 30 TRUE 1 PDSCH 1 36.9897 67.605948 67.605948 N/A -30.616248 76.222008
3 161 GNB_7 UE_8 30 TRUE 1 PDSCH 2 36.9897 67.605948 67.605948 N/A -30.616248 76.22200
4 161 GNB_7 UE 2 30 TRUE 1 PUSCH 1 19.9897 67.605942 67.605948 N/A -47.616248 59.222008
5 161 GNB_7 UE_8 30 TRUE 1 PUSCH 2 19.9897 67.605948 67.605948 N/A -47.616248 59.22200:
6 161 GNB_7 UE_8 30 TRUE 15SB N/A 40 67.605948 67.605948 N/A -15.564748 91.273508
7 161 GNB_7 UE 3 30 TRUE 2 PDSCH 1 36.9897 70306926 70.306926 N/A -33.317226  70.51073
8 161 GNB_7 UE 8 30 TRUE 2 PDSCH 2 36.9897 70.306926 70.306926 N/A -33.317226  70.51073
El 161 GNB_7 UE_8 30 TRUE 2 PUSCH 1 19.9897 70.306926 70.306926 N/A -50.317226  53.51073
10 161 GNB_7 UE 8 30 TRUE 2 PUSCH 2 19.9897 70.306926 70.306926 N/A -50.317226  53.51073
1 161 GNB_7 UE 2 30 TRUE 2 358 N/A 0 70.206926 70.306926 N/A -18.265726  85.56223
12 161 GNB_7 UE_8 30 TRUE 1 PDSCH 1 36.9897 67.605948 67.605948 N/A -30.616248 76.222008
13 161 GNB_7 UE_8 30 TRUE 1 PDSCH 2 36.9897 67.605948 67.605948 N/A -30.616248 76.22200
14 161 GNB_7 UE 3 30 TRUE 1 PUSCH 1 19.9897 67.605948 67.605948 N/A -47.616248 59.222008
15 161/GNB_7 UE 8 30 TRUE 1 PUSCH 2 19.9897 67.605948 67.605948 N/A -47.616248  59.22200:
16 161 GNB_7 UE_8 30 TRUE 2 PDSCH 1 36.9897 70.306926 70.306926 N/A -33.317226  70.51073
17 161/GNB_7 UE 3 30 TRUE 2 PDSCH 2 36.9897 70.306926 70.306926 N/A -33.317226  70.51073
12 161 GNB_7 UE 2 30 TRUE 2 PUSCH 1 19.9897 70.206926 70.206926 N/A -50.317226  53.51073
19 161 GNB_7 UE_8 30 TRUE 2 PUSCH 2 19.9897 70.306926 70.306926 N/A -50.317226  53.51073
20 161 GNB_7 UE_8 30 TRUE 1 PDSCH 1 36.9897 67.605948 67.605948 N/A -30.616248 76.222008
21 161 GNB_7 UE 3 30 TRUE 1 PDSCH 2 36.9897 67605948 67.605948 N/A -30.616248  76.22200:
22 161 GNB_7 UE 8 30 TRUE 1 PUSCH 1 19.9897 67.605948 67.605948 N/A -47.616248 59.222008
23 161 GNB_7 UE_8 30 TRUE 1 PUSCH 2 19.9897 67.605948 67.605948 N/A -47.616248 59.22200
24 161 GNB_7 UE 3 30 TRUE 2 PDSCH 1 36.9897 70.206926 70.306926 N/A -33.317226  70.51073
25 161/GNB_7 UE 8 30 TRUE 2 PDSCH 2 36.9897 70306926 70.306926 N/A -33.317226  70.51073
26 161 GNB_7 UE_8 30 TRUE 2 PUSCH 1 19.9897 70.306926 70.306926 N/A -50.317226  53.51073
27 161/GNB_7 UE 3 30 TRUE 2 PUSCH 2 19.9897 70.306926 70.306926 N/A 50317226 53.31073
LTENR Radio Measurements Log | Pivot Table(Custom) | (B £ ] o}
Ready 3% Accessibility: Unavailable iié) M -———+ 100%

Figure 4-19: LTENR Radio Measurement log.csv file
Go back to the scenario and change the distance between gNB and UE as 30, 50, 70, 100,
300, 500, 700, and 1000 and note down Pathloss value from the log file.

4.2.1.2 Non-Line-of-Sight (NLOS)
Settings done in example config file

1. Set distance between gNB_7 and UE_8 as 30m.
2. Go to gNB properties = Interface (5G_RAN) > PHYSICAL_LAYER.

CA Type INTER_BAND_CA

CA Configuration CA _2DL_1UL _n39 n41
Pathloss Model 3GPPTR38.901-7.4.1
Outdoor_Scenario RURAL_MACRO
LOS_NLOS_Selection USER_DEFINED
LOS_Probabillity 0

Shadow Fading Model None

Fading _and_Beamforming NO_FADING_MIMO_UNIT_GAIN

Table 4-2: gNB >Interface (5G_RAN) >Physical layer properties
Set all other properties same as LOS example.
Plots are enabled in NetSim GUI.
The LTENR Radio measurement log file can be enabled as per information provided in
the section 3.20.

6. Run Simulation for 20s.

Go back to the scenario and change the distance between gNB and UE as 30, 50, 70, 100,
300, 500, 700, and 1000 and note down Pathloss value from the log file.
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4.2.1.3Result
Distance(m) LOS Pathloss(dB) NLOS pathloss (dB) \
CC1 CC2 Avg CC1 CC 2 Avg
30 67.60 70.30 68.95 69.03 71.73 70.38
50 72.17 74.87 73.52 77.97 80.67 79.32
70 75.19 77.89 76.54 83.86 86.56 85.21
100 78.41 81.11 79.76 90.11 92.81 91.46
300 88.46 91.16 89.81 109.35 @ 112.05 | 110.70
500 93.28 95.98 94.63 118.29 120.99 119.64
700 96.55 99.25 97.90 124.18 @ 126.88 | 125.53
1000 100.14 102.84 101.49 | 130.43 133.13 131.78

Table 4-3: Results Comparison for LOS and NLOS pathloss vs. Distance

140

Avg Pathloss(dB)
o o o o o o

o
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100 1000
Distance(m)
ef=—| OS =l=NLOS

Figure 4-20: Plot of Distance vs. Avg Pathloss
4.2.2Urban-Macro
4.2.2.1Line-of-Sight (LOS)
Settings done in example config file

1. Set distance between gNB_7 and UE_8 as 30m.
2. Go to gNB properties - Interface (5G_RAN) > PHYSICAL_LAYER

CA Type INTER_BAND_CA

CA Configuration CA _2DL_1UL _n39 n41
Pathloss Model 3GPPTR38.901-7.4.1
Outdoor_Scenario URBAN_MACRO
LOS_NLOS_Selection USER_DEFINED
LOS_Probabillity 1

Shadow Fading Model None

Fading_and_Beamforming | NO_FADING_MIMO_UNIT_GAIN
Table 4-4: gNB >Interface (5G_RAN) >Physical layer properties
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3. CBR application source id as 10 and destination id as 8 with packet size as 1460Bytes
and Inter_Arrival_time as 20000us (Generation Rate=0.584). Transport Protocol is set to
UDP. Additionally, the “Start Time(s)” parameter is set to 1s, while configuring the
application.

Set UE height as 10m.

Set other properties to default.

Plots are enabled in NetSim GUI.

The LTENR Radio measurement log file can be enabled as per information provided in
the section 3.20

8. Run Simulation for 20s, after the simulation completes Go to metrics window expand Log

N~ o o A

Files option and open LTENR Radio Measurement Log.csv and note down the pathloss.

imulation Results

- X

Link_Metrics
- Application_Metrics [] Detailed View | TCP_Metrics [] Detailed View
Queue_Metrics
Application ID Throughput Plot Application Name  Packets Generated  Packets Recei | Source Destination ~ SegmentSent  SegmentReceived  AckSent  AckRecsived C
TCP_Metrics
- 1 Application Throughput plot  App1_CBR 950 944 UPF_1 ANY_DEVICE 0 o ) 0 )
IP_Metrics
- SMF2 ANY_DEVICE 0 0 0 0 0
> IP_Forwarding Table AMF_3 ANY_DEVICE 0 0 0 0 0
UDP Metrics UES ANYDEVICE 0 0 0 0 0
* Switch Mac address table ROUTER_9 ANY_DEVICE 0 0 0 0 0
Application_Metrics WIRED.NODE_10  ANY_DEVICE 0 0 0 0 0
LTENR_Cell_Metrics
v Plots
> Link_Throughput
> Application_Throughput
< 5|« >
Link_Metrics [] Detailed View | Queue_Merics [] Detailed View
Export Results (:xls/.csv) Packets Transmit.. Packets Errored  Packets Collided Deviceid  Portid Queued_pa.. Dequeued.. Dropped_p..
Link ID Link Throughput Plot
Print Resuits {-html) Data Contrel Data Control Data Control
Al NA 3787 10 6 0 o pat
1 Link throughput 0 2 0 0 o 0
2 Link throughput 0 2 0 0 ) 0
3 Link shroughput us 0 1 0 o o
Log Filss N N
oughput o content in table
LTENR Redio_Messurements_Lod 4 Lk 2 0 : 0 0 o 0
5 Link throughput s 0 1 0 o o
6 Link throughput 0o 3 00 0 0
7 Link throughput o 0 o 0 0o 0 .
< + NetSim does not caleulate eNE/gNE-UE link thraughputs in LTE and 5G. Refer ta the LTE NR Call Metrics

table available under Network Performance on the top left,

Restore To Original View

Figure 4-21: Result window

S < L leasurements._Log £ Search (Alt+Q) Nidhi mariswamy
File Home  Insert  Pagelayout  Formulas  Data  Review  View Help  Table Design © Comments % Share -
17 v f || 369897 v
A B C D E F G H 1 K L M E‘
1 |Time(milliseconds) |~ |gNB/eNB Name| v | UE Name| - Di: (m) [~ |isassociated [~ | CA_ID || Channel[ v |Layer ID[~ |Tx § | TotalLoss{dB) | +| PathLoss(dB)[ r | shadowrFadingLoss(dB) | v | Rx ¢ |
2 161 GNB_7 UE 8 30 TRUE 1 PDSCH 1 36.9897 66.07174 66.07174 N/A -29
3 161 GNB_7 UE 8 30 TRUE 1 PDSCH 2 36.9897 66.07174 66.07174 N/A -29
4 161 GNB_7 UE S 30 TRUE 1 PUSCH 1 19.9897 66.07174 66.07174 N/A -4
5 161 GNB_7 UE 8 30 TRUE 1 PUSCH 2 19.9897 66.07174 66.07174 N/A 46|
6 161 GNB_7 UES 30 TRUE 1558 N/A 40 66.07172 66.07174 N/A -14
7 161 GNE_7 UE_S 30 TRUE 2 PDSCH 1 36.9897 68.772718 63.772718 N/A -31.
8 161 GNB_7 UE S 30 TRUE 2 PDSCH 2 36.9897 68.772718 68.772718 N/A -3L.
9 161 GNB_7 UE 8 30 TRUE 2 PUSCH 1 19.9897 68.772718 68.772718 N/A -48.
10 161 GNB_7 UE 8 30 TRUE 2 PUSCH 2 19.9897 68.772718 68.772718 N/A -48.
1 161 GNB_7 UE 8 30 TRUE 2558 N/A 40 68.772718 68.772718 N/A -16.
12 161 GNB_7 UE S 30 TRUE 1 PDSCH 1 36.9897 66.07174 66.07174 N/A -29
13 161 GNB_7 UE 8 30 TRUE 1 PDSCH 2 36.9897 66.07174 66.07174 N/A -29
14 161 GNB_7 UES 30 TRUE 1 PUSCH 1 19.9897 66.07172 66.07174 N/A -5,
15 161 GNE_7 UE_S 30 TRUE 1 PUSCH 2 19.9897 66.07172 66.07174 N/A -6
16 161 GNB_7 UE S 30 TRUE 2 PDSCH 1 36.9897 68.772718 68.772718 N/A -3L.
17 161 GNB_7 UE 8 30 TRUE 2 PDSCH 3 36.9897) 68.772718 68.772718 N/A -31.
18 161 GNB_7 UE 8 30 TRUE 2 PUSCH 1 19.9897 68.772718 68.772718 N/A -48.
19 161 GNB_7 UE 8 30 TRUE 2 PUSCH 2 19.9897 68.772718 68.772718 N/A -48.
20 161 GNB_7 UE 8 30 TRUE 1 PDSCH 1 36.9897 66.07174 66.07174 N/A -29
21 161 GNB_7 UE 8 30 TRUE 1 PDSCH 2 36.9897 66.07174 66.07174 N/A -29
22 161 GNB_7 UES 30 TRUE 1 PUSCH 1 19.9897 66.07174 66.07174 N/A -4
22 161 GNE_7 UE_S 30 TRUE 1 PUSCH 2 19.9897 66.07172 66.07174 N/A -6
24 161 GNB_7 UES 30 TRUE 2 PDSCH 1 36.9897 68.772718 68.772718 N/A -3L.
25 161 GNB_7 UE_S 30 TRUE 2 PDSCH 2 36.9897 68.772718 68.772718 N/A -3L.
E 161 GNB_7 UE 8 30 TRUE 2 PUSCH 1 19.9897 68.772718 68.772718 N/A -48.
27 161 GNB_7 UE 8 30 TRUE 2 PUSCH 2 19.9897 68.772718 68.772718 N/A o)
LTENR Radio_Measurements Log | Pivot Table(Custom) | (&) I ] 0]
Readu T3 Arraccihilite linavailahls B om M - ——
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Figure 4-22: LTENR Radio Measurement log.csv file
Go back to the scenario and change the distance between gNB and UE as 30, 50, 70, 100,
300, 500, 700, and 1000 and note down Pathloss value from the log file.

NOTE: The minimum distance for rural macro and urban macro is 35m. Below 35m, the 2D and 3D

distance will be considered as 10m.
4.2.2.2 Non-Line-of-Sight (NLOS)
Settings done in example config file

1. Set distance between gNB_7 and UE_8 as 30m.
2. Go to gNB properties a Interface (6G_RAN) a PHYSICAL_LAYER

CA Type INTER_BAND_CA

CA Configuration CA_2DL_1UL_n39 n41
Pathloss Model 3GPPTR38.901-7.4.1
Outdoor_Scenario URBAN_MACRO
LOS_NLOS_Selection USER_DEFINED
LOS_Probabillity 0

Shadow Fading Model None

Fading_and_Beamforming NO_FADING_MIMO_UNIT_GAIN
Table 4-5: gNB >Interface (5G_RAN) >Physical layer properties

Set all other properties same as LOS example.
Plots are enabled in NetSim GUI.
The LTENR Radio measurement log file can be enabled as per information provided in
the section 3.20.
6. Run Simulation for 20s, after the simulation completes Go to metrics window expand Log
Files option and open LTENR Radio Measurement Log.csv and note down the pathloss.
7. Go back to the scenario and change the distance between gNB and UE as 30, 50, 70,
100, 300, 500, 700, and 1000 and note down Pathloss value from the log file.

4.2.2.3Result
Distance(m) LOS Pathloss(dB) NLOS pathloss (dB)
CC1 CC2 Avg CC1 CC 2 Avg
30 66.07 68.77 67.42 71.74 74.44 73.09
50 70.95 73.65 72.30 80.41 83.11 81.76
70 74.16 76.86 75.51 86.12 88.82 87.47
100 77.57 80.27 78.92 92.17 94.87 93.52
300 88.07 90.77 89.42 110.82 113.52 112.17
500 92.95 95.65 94.30 119.49 122.19 120.84
700 96.16 98.86 97.51 125.20 127.90 126.55
1000 99.57 102.27 100.92 131.25 133.95 132.60

Table 4-6: Results Comparison for LOS and NLOS pathloss vs. Distance
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Figure 4-23: Plot of Distance vs. Avg Pathloss
4.2.3 Urban-Micro

4.2.3.1Line-of-Sight (LOS)
Settings done in example config file

1. Set distance between gNB_7 and UE_8 as 30m.
2. Go to gNB properties 2 Interface (5G_RAN) - PHYSICAL LAYER

CA Type INTER_BAND_CA

CA Configuration CA _2DL_1UL _n39 n41
Pathloss Model 3GPPTR38.901-7.4.1
Outdoor_Scenario URBAN_MICRO
LOS_NLOS_Selection USER_DEFINED
LOS_Probabillity 1

Shadow Fading Model None

Fading _and_Beamforming NO_FADING_MIMO_UNIT_GAIN

Table 4-7: gNB >Interface (5G_RAN) >Physical layer properties
3. CBR application source id as 10 and destination id as 8 with packet size as 1460Bytes
and Inter_Arrival_time as 20000us (Generation Rate=0.584). Transport Protocol is set to
UDP. Additionally, the “Start Time(s)” parameter is set to 1s, while configuring the
application.
Set UE height as 10m.
Set other properties to default.
Plots are enabled in NetSim GUI.
The LTENR Radio measurement log file can be enabled as per information provided in
the section 3.20

8. Run Simulation for 20s, after the simulation completes Go to metrics window expand Log

N o o &

Files option and open LTENR Radio Measurement Log.csv and note down the Pathloss.
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Simulation Resufts - X
Link_Metrics
- Application_Metrics [] Detailed View | TCP_Metrics [ Detailed View
Queue_Metrics
Application 1D Throughput Plot Application Neme  Packets Generated  Packets Recei | Source Destination ~ SegmentSent ~ SeqmentReceived  AckSent  AckReceived O
TCP_Metrics
- 1 Applicotion Throughput plot  App1_CER 950 944 UPE1 ANY_DEVICE 0 0 0 0 0
1P_Metrics SMF 2 ANY_DEVICE 0 0 0 0 0
>
1P_Forwarding Table AMF3 ANY_DEVICE O 0 0 0 0
UDP Metrics UES ANY_DEVICE 0 0 0 0 0
> Switch Mac address table ROUTER 9 ANY DEVICE |0 o o o o
Application Metrics WIRED.NODE 10 ANY DEVICE 0 0 0 0 0
LTENR_Cell_Metrics
¥ Plots
> Link_Throughput
> Application_Throughput
< > < >
Link_Metrics [] Detailed View | Queue_Metrics [ Detailed View
Export Results (:xls/.csv) Packets Transmit.. Packets Errored  Packets Collided Deviceid  Portid Queued_pa.. Dequeued_.. Dropped p..
Link 1D Link Throughput Plot
Print Results (.html) Data  Control Data Contol Data  Control
Al NA 3787 10 5 0 0 o a
1 Link throughput 0 2 o 0 o 0
2 Link throughput 0 2 o 0 0o 0
3 Link throughput %6 0 1 0 0o 0
Log iles
4 Link throughput 0 3 0 0 0 0 Na content in table
5 Link throughput 95 0 1 0 0o 0
6 Link throughput 0 H o0 o0
7 Link throughput 0 0 o 0 o 0 .
< > NetSim does not calculate eNB/gNB-UE link throughputs in LTE and 5G. Refer to the LTE NR Cell Metrics

table available under Network Performance on the top left,

Restore To Original View

Figure 4-24: Result window

P Search (Alt+Q)

File Home Insert Page Layout Formulas Data Review  View Help  Table Design 2 Comments % Share ~
K1 - fe || PathLoss(dB) v
A | 8 | e | D | E . F | 6 | H | 1 | J | K | L | M E‘
1 [~]gMB/eNB Name |~ | UE Name| - it [~]i iated| ~|CA_ID [~ |Channel[~|Layer ID]~ | Tx_§ [~ TotalLoss(dB)| ~ | PathLoss(dB)| - | ShadowFadingLoss(dB) [ ~ | Rx_Power(d L
2 | 161 GNB_7 UE 2 30 TRUE 1 PDSCH 1 36.9897 62.954618 68994618 N/A 324
37 161 GNB_7 UE_8 30 TRUE 1 PDSCH 2 36.9897 68.994618 68.994618 N/A -32.1
4_ 161 GNB_7 UE_8 30 TRUE 1 PUSCH 1 19.9897 68.994618 68.994618 N/A -49.1
5| 161 GNB_7 UE 8 30 TRUE 1 PUSCH 2 15.9897 62.954618 62.994618 N/A -49.
6| 161 GNB_7 UE_8 30 TRUE 1538 N/A a0 62.954618 68.994618 N/A -16.
7| 161 GNB_7 UE 8 30 TRUE 2 PDSCH 1 36.9897 71.695597 71695597 N/A -34.
87 161 GNB_7 UE_8 30 TRUE 2 PDSCH 2 36.9897 71.695597 71.695597 NJA -34.
9_ 161 GNB_7 UE_8 30 TRUE 2 PUSCH 1 19.9897 71.695597 71.695597 N/A -51.
10] 161 GNB_7 UE 3 30 TRUE 2 PUSCH 2 13.9897 71.685597 71695597 N/A 51
11| 161 GNE_7 UE 2 30 TRUE 2558 N/A a0 71.695597 71695597 N/A -19.
127 161 GNB_7 UE_8 30 TRUE 1 PDSCH 1 36.9897 68.994618 68.994618 N/A -32.1
13_ 161 GNB_7 UE_8 30 TRUE 1 PDSCH 2 36.9897 68.994618 68.994618 N/A -32.1
14] 161 GNB 7 UE 8 30 TRUE 1 PUSCH 1 15.9897 62.954618 62.994618 N/A 49,
15| 161 GNE_7 UE 2 30 TRUE 1 PUSCH 2 19.9897 62.954618 62.994618 N/A 43,
16| 161 GNB_7 UE 8 30 TRUE 2 PDSCH 1 36.9897 71695597 71695597 N/A -34,
17_ 161 GNB_7 UE_8 30 TRUE 2 PDSCH 2 36.9897 71.695597 71.695597 N/A -34.
18 161 GNB 7 UE 8 30 TRUE 2 PUSCH 1 15.9897 71.695597 71695597 N/A 51
19| 161 GNB_7 UE 3 30 TRUE 2 PUSCH 2 15.9897 71635597 71695597 N/A 51
20| 161 GNB_7 UE 8 30 TRUE 1 PDSCH 1 36.9897 68.994618 68.994618 N/A -324
217 161 GNB_7 UE_8 30 TRUE 1 PDSCH 2 36.9897 68.994618 68.994618 N/A -32.1
22_ 161 GNB_7 UE_8 30 TRUE 1 PUSCH 1 19.9897 68.994618 68.994618 N/A -49.1
23| 161 GNB_7 UE 3 30 TRUE 1 PUSCH 2 153897 68.954618 68.994618 N/A -43.
24| 161 GNB_7 UE 2 30 TRUE 2 PDSCH 1 36.9897 71.695597 71695597 N/A 34,
257 161 GNB_7 UE_8 30 TRUE 2 PDSCH 2 36.9897 71.695597 71.695597 NJA -34.
26_ 161 GNB_7 UE_8 30 TRUE 2 PUSCH 1 19.9897 71.695597 71.695597 N/A -51.
27| 161 GNB_7 UE 8 30 TRUE 2 PUSCH 2 15.9897 71.655597 71.695597 N/A Sy
LTENR Radio Measurements Log | Pivot Table(Custom) | (&) £ ] o}
Ready T3 Accessibility: Unavailable Average: 70.3451075  Count: 317445  Sum: 2233063231 i F -——3——+ 100%

Figure 4-25: LTENR Radio Measurement log.csv file
Go back to the scenario and change the distance between gNB and UE as 30, 50, 70, 100,
300, 500, 700, and 1000 and note down Pathloss value from the log file.

4.2.3.2Non-Line-of-Sight (NLOS)
Settings done in example config file

1. Set distance between gNB_7 and UE_8 as 30m.
2. Go to gNB properties - Interface (5G_RAN) > PHYSICAL_LAYER.

Properties ‘
CA Type INTER_BAND_CA
CA Configuration CA_2DL_1UL_n39 n41
Pathloss Model 3GPPTR38.901-7.4.1
Outdoor_Scenario URBAN_MICRO
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LOS_NLOS_ Selection
LOS_Probabillity
Shadow Fading Model

Fading_and_Beamforming

Table 4-8: gNB >Interface (5G_RAN) >Physical layer properties

Set all other properties same as LOS example.

Plots are enabled in NetSim GUI.
The LTENR Radio measurement log file can be enabled as per information provided in
the section 3.20.

6. Run Simulation for 20s, after the simulation completes Go to metrics window expand Log

USER_DEFINED

0

None

© TETCOS LLP. All rights reserved

NO_FADING_MIMO_UNIT_GAIN

Files option and open LTENR Radio Measurement Log.csv and note down the pathloss.

7. Go back to the scenario and change the distance between gNB and UE as 30, 50, 70,
100, 300, 500, 700, and 1000 and note down Pathloss value from the log file.

4.2.3.3Result

Distance(m)

30

50

70
100
300
500
700

1000

CC1
68.99
73.65
76.72
79.97
89.99
94.65
97.72

100.97

CC2
71.69
76.35
79.42
82.67
92.69
97.35
100.42
103.67

LOS Pathloss (dB)

Avg
70.34
75.00
78.07
81.32
91.34
96.00
99.07

102.32

NLOS pathloss (dB)

CC1
77.92
85.76
90.91
96.38
113.22
121.06
126.21
131.68

CC 2
80.80
88.63
93.79
99.26
116.10
123.93
129.09
134.56

Avg
79.36
87.195
92.35
97.82
114.66
122.495
127.65
133.12

Table 4-9: Results Comparison for LOS and NLOS pathloss vs. Distance
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Figure 4-26: Plot of Distance vs. Avg Pathloss
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4.2.4 Indoor-Office

The following network diagram illustrates, what the NetSim Ul displays when you open the
example configuration file.

Building_1

. s hcog i
| (g}\ 7 pug [ -
T g@_ 4 ' _Switch_5 L2_Switch_6 L2 Switch_d
1 Ii 584 Kbps DL
m
g

!

Figure 4-27: Network Topology for this experiment
4.2.4.1Line-of-Sight (LOS)

Settings done in example config file

1. Drop the building and drop gNB and UE inside the building.
2. Set distance between gNB_7 and UE_8 as 10m.
3. Go to gNB properties - Interface (5G_RAN) - PHYSICAL_LAYER.

CA Type INTER_BAND_CA

CA Configuration CA _2DL_1UL _n39 n41
Pathloss Model 3GPPTR38.901-7.4.1
Outdoor_Scenario RURAL_MACRO
LOS_NLOS_Selection USER_DEFINED
LOS_Probabillity 1

Indoor Scenario INDOOR_OFFICE

Shadow Fading Model None
Fading_and_Beamforming NO_FADING_MIMO_UNIT_GAIN

O2I Building Penetration Model | LOW_LOSS_MODEL
Table 4-10: gNB >Interface (5G_RAN) >Physical layer properties
4. CBR application source id as 10 and destination id as 8 with packet size as 1460Bytes
and Inter_Arrival_time as 20000us (Generation Rate=0.584). Transport Protocol is set to
UDP. Additionally, the “Start Time(s)” parameter is set to 1s, while configuring the
application.
5. Set UE height as 10m.
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6. Set other properties to default.

7. Plots are enabled in NetSim GUI.

8. The LTENR Radio measurement log file can be enabled as per information provided in
the section 3.20.

9. Run Simulation for 20s, after the simulation completes Go to metrics window expand Log

Files option and open LTENR Radio Measurement Log.csv and note down the Pathloss.

[ Simulation Results

- X

Link Metrics Application_Metrics [[] Detailed View | TCP_Metrics [ Detailed View
Queue_Metrics
Application ID Throughput Plot Application Name  Packets Generated  Packets Recei| Source Destination ~ SegmentSent  SegmentReceived  AckSent  AckReceived [
TCP Metrics 1 Application Throughput plot  App1_CBR 950 944 UPE_1 ANY_DEVICE 0 0 0 0 0
1P_Metrics SMF_2 ANY DEVICE 0 o 0 0 0
> IP_Forwarding_Table AMF3 ANY_DEVICE 0 0 0 0 0
UDP Metrics UES ANY_DEVICE 0 0 0 0 0
> Switch Mac address table ROUTER_9 ANY_DEVICE 0 0 0 o 0
Application_Metrics WIRED_NODE_10  ANY_DEVICE 0 0 0 0 0

LTENR_Cell_Metrics
v Plots
> Link_Throughput

> Application_Throughput
>

Link | [] Detailed View | Queue Metrics [] Detailed View
Export Results (.xls/.csv) Packets Transmit.. Packets Errored  Packets Collided Device id  Port_id Queued_pa.. Dequeued.. Dropped_p..
Link 1D Link Throughput Plot
Print Resuits (.html) Data Control Data Contol Data Control
Al NA 3787 10 6 Q o 3
1 Link throughput 0 2 0 0 0 0
2 Link throughput 0 2 0 0 0 0
3 Link throughput %6 0 1 0 0 0
Log Files
4 Link throughput 0 3 0 0 0 0 No content in table
5 Link throughput 95 0 1 0 0 0
6 Link throughput 0 3 0 0 0 0
7 Link throughput 0 0 0 0 0 0 .
< » NetSim does not calculate eNB/gNB-UE link throughputs in LTE and 5G. Refer to the LTE NR Cell Metrics

table available under Network Performance on the top left.

Restore To Original View

Figure 4-28: Results Window

AutaSave = LTENR Radio_Measurements_Log ™ P Search (A= Q) Nidhi mariswamy ® & - a
fle  Home Insert  Pagelayout  Formulas  Data  Review View Help  Table Design O Comments 15 Share ~
K1 - £ PathLoss(dB) hd
A B c D E F [ H J K L M q
1 i ~|gNB/eNB Name| ~ | UE Name| ~ | Di i iated|~ |CA_ID [+ |Channel[~[Layer ID[~ [ Tx | | TotalLoss(dB) - |PathLoss(dB) | - ingloss(dB)~ | Rx_§ [
2 161 GNB_7 UE_8 10 TRUE 1 PDSCH 1 36.9897 55.275072 55.275072|N/A -18.
3 161 GNB_7 UE_S 10 TRUE 1/PDSCH 2 36.9897 55.275072 55.275072|N/A -18.
4 161 GNB_7 UE 8 10 TRUE 1 PUSCH 1 19.9897 55.275072 55.275072|N/A -35.
5 161 GNB_7 UE 8 10 TRUE 1/PUSCH 2 19.9857 55.275072 55.275072|N/A -35.
6 161 GNB_7 UE_S 10 TRUE 1558 N/A 0 55.275072 55.275072|N/A -3.
7 161 GNB_7 UE_S 10 TRUE 2|PDSCH 1 36.9857 57.97605 57.97605(N/A -20
8 161 GNB_7 UE 8 10 TRUE 2 PDSCH 2 36.9897 57.97605| 57.97605(N/A -20)
9 161 GNB_7 UE 8 10 TRUE 2|PUSCH 1 19.9897 57.97605| 57.97605(N/A -37]
10 161 GNB_7 UE_S 10 TRUE 2 PUSCH 2 19.9897 57.97605 57.97605(N/A -37,
1 161 GNB_7 UE_S 10 TRUE 2/558 N/A 0 57.97603] 57.97605(N/A -5.
12 161 GNB_7 UE 8 10 TRUE 1 PDSCH 1 36.9897 55.275072 55.275072|N/A -18.
13 161 GNB_7 UE_8 10 TRUE 1/PDSCH 2 36.9897 55.275072 55.275072|N/A -18.
14 161 GNB_7 UE_S 10 TRUE 1 PUSCH 1 19.9897 55.275072 55.275072|N/A -35.
15 161 GNB_7 UE & 10 TRUE 1/PUSCH 2 19.9857 55.275072 55.275072|N/A -35.
16 161 GNB_7 UE 8 10 TRUE 2 PDSCH 1 36.9897 57.97605| 57.97605(N/A -20)
7 161 GNB_7 UE_S 10 TRUE 2|PDSCH 2 36.9897 57.97605 57.97605(N/A -20)
18 161 GNB_7 UE_S 10 TRUE 2 PUSCH 1 19.9857 57.97605 57.97605(N/A -37,
19 161 GNB_7 UE 8 10 TRUE 2|PUSCH 2 19.9857 57.97605| 57.97605(N/A -37]
20 161 GNB_7 UE 8 10 TRUE 1 PDSCH 1 36.9897 55.275072 55.275072|N/A -18.
21 161 GNB_7 UE_S 10 TRUE 1/PDSCH 2 36.9897 55.275072 55.275072|N/A -18.
22 161 GNB_7 UE_S 10 TRUE 1 PUSCH 1 19.9857 55.275072 55.275072|N/A -35.
23 161 GNB_7 UE 8 10 TRUE 1/PUSCH 2 19.9857 55.275072 55.275072|N/A -35.
24 161 GNB_7 UE_8 10 TRUE 2 PDSCH 1 36.9897 57.97605 57.97605(N/A -20)
25 161 GNB_7 UE_S 10 TRUE 2|PDSCH 2 36.9897 57.97605 57.97605(N/A -20)
2% 161 GNB_7 UE & 10 TRUE 3 PUSCH 1 19.9857 57.97605| 57.57605N/A -37]
27 161 GNB_7 UE 8 10 TRUE 2|PUSCH 2 19.9857 57.97605| 57.97605(N/A g
LTENR Radio Measurements Log | Pivot Table(Custom) | (&) [«I ] ol
Ready T Accessibility: Unavailable Average: 56.625561 Count 317445  Sum: 17975444.50 H H ——a— 0%

Figure 4-29: LTENR Radio Measurement log.csv file

Go back to the scenario and change the distance between gNB and UE as 10, 20, 30, 40, 50,
60, 70, 80, 90, and 100 and note down Pathloss value from the log file.

4.2.4.2Non-Line-of-Sight (NLOS)

Settings done in example config file
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1. Drop the building and drop gNB and UE inside the building.
2. Set distance between gNB_7 and UE_8 as 10m.
3. Go to gNB properties = Interface (5G_RAN) > PHYSICAL_LAYER.

CA Type

CA Configuration

Pathloss Model

Outdoor_Scenario

LOS_NLOS_Selection

LOS_Probabillity

Indoor Scenario
Shadow Fading Model

Fading _and_Beamforming
O2] Building Penetration Model

Properties

© TETCOS LLP. All rights reserved

INTER_BAND_CA
CA_2DL_1UL_n39 n41
3GPPTR38.901-7.4.1

RURAL_MACRO
USER_DEFINED

0

INDOOR_OFFICE

None
NO_FADING_MIMO_UNIT_GAIN
None

Table 4-11: gNB >Interface (5G_RAN) >Physical layer properties

Set all other properties same as LOS example.

Plots are enabled in NetSim GUI.

6. The LTENR Radio measurement log file can be enabled as per information provided in

the section 3.20.

7. Run Simulation for 20s, after the simulation completes Go to metrics expand Log Files

option and open LTENR Radio Measurement Log.csv and note down the pathloss.

8. Go back to the scenario and change the distance between gNB and UE as 10, 20, 30, 40,
50, 60, 70, 80, 90, and 100 and note down pathloss values from the log file.

4.2.4.3Result

Distance(m) LOS Pathloss (dB)

10
20
30
40
50
60
70
80
90
100

CC1
55.27
60.48
63.52
65.69
67.36
68.73
69.89
70.89
71.78
72.57

CC2
57.97
63.18
66.23
68.39
70.06
71.43
72.59
73.59
74.48
75.27

Avg
56.62
61.83

64.875
67.04
68.71
70.08
71.24
72.24
73.13
73.92

NLOS pathloss (dB)

CC1i
62.54
74.07
80.81
85.59
89.31
92.34
94.90
97.12
99.08

100.84

CC 2
65.90
77.43
84.17
88.96
92.67
95.70
98.27
100.49
102.45
104.20

Avg
64.22
75.75
82.49
87.27
90.99
94.02
96.58
98.80

100.76
102.52

Table 4-12: Results Comparison for LOS and NLOS pathloss vs. Distance
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Figure 4-30: Plot of Distance vs. Avg Pathloss

4.3 Effect of UE distance on throughput in FR1 and FR2

In this example we understand how the downlink UDP throughput of a UE varies as its distance
from a gNB is increased. Rebuild the code to enable logs per Section 3.20 in this manual.
Open NetSim, Select Examples ->5G NR ->Distance vs Throughput then click on the tile in

the middle panel to load the example as shown in below screenshot

[ NetSim Home - X

NetSim Standard
Network Simulation/Emulation Platform
Version 13.2.34 (64 Bit)

New Simulation CtrlsN  Example Simulations FR1 Results
Your Work Ctl+O b Intemetworks In this example, we understand how the downlink UDP throughput of a UE varies as its
[ b % Cellular Networks © distance from a gNB is increased
camples :
! Advanced Routing gNB and UE 100m GNE and UE 200m
Experiments I Mobile Adhoc Networks
b vorks
Software Defined Networks Distance between gNB - UE: 100m Distance betwean gNg - UE: 200m
I ICT-WsN CA configuration: CA 2DL 1UL n39 na1 | | CA configuration: CA 2DL 1UL n38 nd1 i
I Cognitive Radio Networks it CA1-Numerslogy: 2 CAl-Numerology: 2 .y
I LTE and LTE-A CA1-Channel bandwicth: 40 MHz CA1-Channel bandwidth: 40 MHz 1 T
» B VANEs o CA2-Numerslogy: 2 CAZ-Numerology: 2 =
€A2-Channel Bandiwidth: 100 Mz CA2-Channel Bandwidth: 100 MHz
I Satelite Communication
4 5GNRU
- Distance vs Pathloss S — e
4 Distance vs Throughput
- e
R Distance between gNB - UE: 300m Distance between gNB - UE: 400m = =
License Settings CA configuration: CA 2DL 1UL n39 nd1 | | CA configuration: CA 2DL 1UL n39 nd1 - o
I Scheduling CA1-Numerology: 2 CA1-Numerclogy: 2 = =
Bxit Alt+F4 I Max Throughput vs Bandwidth and Numerology | CA1-Channel bandwidth: 40 MHz CA1-Channel bandwidth: 40 MHz "
) w
I Outdsor vs Indoor CAZ-Numerology: 2 CAZ-Numerology: 2 - e
N CA2-Channel Bandwidth: 100 MHz CA2-Channel Bandwidth:100 MHz
I 4Gvs 36
I 56 Peak Throuahnut

Ready to simulate scenarios to understand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then dlick on a tile in the middle panel to load
the simulation. Click on the book icen on the left (Example Simulaticns) panel to view documentation (pdf).

Learn

Documentation

Hel

Contact Us

Email - sales@tetcos.com
Phone - +91 767 605 4321
Website : s.com

Figure 4-31: List of scenarios for the example of Distance vs Throughput

The following network diagram illustrates, what the NetSim Ul displays when you open the

example configuration file.

v13.3
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Figure 4-32: Network set up for studying the Distance vs Throughput
4.3.1Frequency Range - FR1

Settings done in example config file
1. Set grid length as 2500m from Environment setting.
2. Set distance between gNB_7 and UE_8 as 100m.

3. Go to Wired link properties and set the following properties as shown below.

Wired Link Properties \

Uplink_Speed 1000Mbps
Downlink_Speed 1000Mbps
Uplink and downlink BER = 0.0000001

Table 4-13: Wired Link Properties

4. Go to gNB properties = Interface (5G_RAN) = PHYSICAL LAYER, set the following
properties as shown below Table 4-14.

Properties ‘

CA_Type INTER_BAND_CA
CA_Configuration CA _2DL_1UL_n39 n41
CAl
Numerology 2
Channel Bandwidth 40 MHz
CA2
Numerology 2
Channel Bandwidth 100 MHz
Pathloss Model 3GPPTR38.901-7.4.1
Shadow Fading Model | None
Fading - NO_FADING_MIMO_UNIT_GAIN
Outdoor_Scenario URBAN_MACRO
LOS NLOS_Selection = USER_DEFINED
LOS_Probabillity 0

Table 4-14: gNB >Interface (5G_RAN) >Physical layer properties
5. Set Tx_Antenna_Count and Rx_Antenna Count in gNB as 2 and 2.
6. Set Tx_Antenna_Count and Rx_Antenna_Count in UE as 2 and 2.
7. Go to Application properties and set the following properties as shown below Table 4-15.
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Application Properties

Source_Id 10
Destination_Id 8

QoS UGS
Transport Protocol | UDP
Packet_Size 1460Bytes
Inter_Arrival_time 23us
Start_Time 1s

Table 4-15: Application properties
8. The LTENR Radio measurement log file must be enabled from the design window.

e Logs can be enabled by clicking on the icon in the toolbar as shown below.

Eﬂ 5G-NR_SA. Workspace Name: Vaishnavii. Experiment Name: LOS 30m
File Options Help

i = 3 = _— / Wired/Wireless 2 */ Plots
Q = (<A [ ))‘ D :z;:‘ & . @

e Ry __A__, 3 W ] B Packet Trace a4 View Results
ode L2 Devices outer ase Station uilding Application ‘Eﬁ Logs Run Display Settings
Nod 2D R Base S UE  Buid 5 i

Figure 4-33: Enabling log files in NetSim GUI.
e Select the LTENR Radio Measurements log and click on OK.
|—>:: NetSim-5G_NR_mmWave logs >

You can enable or disable the recording logs of specific network logs from the list
provided.

—Metwork log:

LTENR Radio Measurements Log g

D LTENR Resource Allocation Log

[] LTENR Handover TTT Log v
r—Additional® log

[ 1ee€802.11 Radio Measurements Log
[ 1eee 80211 Backoff Log
[ 1eeE 80211 Log

[] 0sPF Log v
*depends on specific devices, logs or networks

oK Cancel

Figure 4-34: Enabling LTENR Radio Measurements Log
9. Plots are enabled in NetSim GUI.
10. Run Simulation for 2s, after simulation completes go to metrics window and note down

throughput value from application metrics.

Go back to the scenario and change the distance between gNB and UE as 200, 300, 400, 500,
600, 700, 800, 900, and 1000m and note down throughput from the results window. The other
parameters in table shown below can be noted down from the LTE NR Radio measurement

logs.
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4.3.2 Frequency Range - FR2

Settings done in example config file

© TETCOS LLP. All rights reserved

Set grid length as 2500m from Environment setting.
Set distance between gNB_7 and UE_8 as 50m.

3. Go to Wired link properties and set the following properties as shown below Table 4-16.

Wired Link Properties

Uplink Speed
Downlink Speed

10000Mbps
10000Mbps

Uplink and downlink BER = 0.0000001
Table 4-16: Wired Link Properties

4. Go to gNB properties = Interface (5G_RAN) = PHYSICAL LAYER, set the following

properties as shown below Table 4-17.

Physical Layer Properties

Frequency Range

CA Type

CA Configuration
Numerology

CA1, CA2 3

Pathloss Model

Shadow Fading Model

Fading and Beamforming

Outdoor Scenario

LOS NLOS Selection

LOS Probability

MCS Table

CQI Table

FR2
INTRA_BAND_CONTIGUOUS_CA
CA_n258G

Channel Bandwidth (MHz) per carrier
400

3GPPTR38.901-7.4.1

None
NO_FADING_MIMO_UNIT_GAIN
URBAN_MACRO
USER_DEFINED

0

QAM256

TABLE2

Table 4-17: gNB >Interface (5G_RAN) >Physical layer properties

5. Set Tx_Antenna_Count and Rx_Antenna Count in gNB as 2 and 2.
6. Set Tx_Antenna_Count and Rx_Antenna_Count in UE as 2 and 2.

7. Go to Application properties and set the following properties as shown below Table 4-18.

Application Properties \

Source_Id
Destination_lId
QoS

Transport Protocol

Packet_Size

Inter_Arrival_time

Start_Time

10

8

UGS

UDP
1460Bytes
2us

1s

Table 4-18: Application properties
8. The LTENR Radio measurement log file can be enabled as per the information provided

in Section 3.20.
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9. Plots are enabled in NetSim GUI.
10. Run Simulation for 1.05s, after simulation completes go to metrics window and note down

throughput value from application metrics.

Go back to the scenario and change the distance between gNB and UE as 50, 100, 150, and
200 and note down throughput from the results window. The other parameters in the table

shown below can be noted down from the LTENR Radio Measurement log.csv
Results

NOTE: Filter the CC_ID to 1 in the LTENR Radio measurement log file and same values have been

considered in the tables given below. (SNR and CQI are shown for downlink Layerl).

Code Rate
. Pathloss SNR CQl . Throughput
Distance(m) Modulation R*[1024]

(dB) (dB) Index (MCS) (Mbps)
100 97.34 37.46 15 64QAM 772 505.10
200 109.05 25.74 15 64QAM 772 505.10
300 115.93 18.86 15 64QAM 772 505.10
400 120.80 13.98 13 64QAM 772 448.09
500 124.59 10.20 11 64QAM 567 289.32
600 127.68 7.11 9 16QAM 616 183.52
700 130.30 4.49 8 16QAM 490 129.69
800 132.56 2.22 6 QPSK 602 79.58
900 134.6 0.22 5 QPSK 449 51.35
1000 136.35 -1.55 4 QPSK 308 36.19

Table 4-19: FR1 - Variation of pathloss, SNR, CQI, Modulation, code rates and throughput as the

distance of the UE from the gNB is increased.

Code Rate
Distance(m) Fathioss MES Modulation R*[1024] Throughput
(dB) Index (MCS) (Mbps)
50 108.43 16.36 19 64QAM 873 2690.37
100 120.01 4.77 7 16QAM 490 1013.12
150 126.86 -2.06 1 QPSK 308 186.41
200 131.73 -6.94 0 QPSK 120 106.52

Table 4-20: FR 2 - Variation of pathloss, SNR, MCS, Modulation, code rates and throughput as the
distance of the UE from the gNB is increased.

Increase in distance leads to an increase in pathloss, which in turn hence leads to lower
received power (and lower SNR). The lower SNR leads to a lower MCS, in turn a lower CQI
and thereby results in lower throughputs. The drop for FR2 happens at a much faster rate in
comparison to FR1. Note that the number of information bits is got from then Transport Block
Size Determination calculations given in Transport block size (TBS) determination. The
throughput would depend on the TBS.
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4.4 Impact of MAC Scheduling algorithms on throughput, in

a multi-UE scenario

In this example we understand how the scheduling algorithm affects the UDP download
throughput of a multi-user (UE) system where the UEs are at different distances from the gNB.
Open NetSim, Select Examples ->5G NR ->Scheduling then click on the tile in the middle

panel to load the example as shown in below screenshot

[ Netsim Home

NetSim Standard
Network Simulation/Emulation Platform
Version 13.3.8 (64 Bit)

New Simulation
Your Work
Examples

Experiments

License Settings

Cti+N  Example Simulations

Cti+0 Intemetworks
Cellular Networks
Advanced Routing
Mobile Adhoc Networks
Software Defined Networks
10T-WSN
Cognitive Radio Networks
LTE and LTE-A
VANETs
Satellite Communication
5G NR

! Distance vs Pathloss

Distance vs Throughput

UEs at different distances and channel is not time varying

This example provides an understanding of the scheduling algorithm of Max throughput.Proportinal
fair and Round robin and its effects on UDP downioad throughput of a multi-user (UE) system where
the UEs are at different distances from the gNB.

Round Robin Proportional Fair

Scheduling type: Round Robin
Outdoor Scenario: URBAN_MACRO
Pathloss Modek: 3GPPTR38.901-7.4.1
Shadow Fading Model: None
Fading and Beamforming:

NO FADING MIMO UNIT GAIN

Scheduling type: Proportional Fair
Outdoor Scenario: URBAN_MACRO
Pathloss Mode: 3GPPTR38.901-7.4.1
Shadow Fading Model: None
Fading and Beamforming:

NO FADING MIMO UNIT GAIN

4 Scheduling
UEs at different distances and channel is not time varying

UEs at different distances with a time varying channel

Max Throughput vs Bandwidth and Numerology
I Outdoor vs Indoor
I 4Gvs 56

Max Throughput

Scheduling type: Max Throughput
Outdoor Scenario: URBAN_MACRO
Pathloss Model: 3GPPTR38.901-7.4.1
Shadow Fading Model: None
Fading and Beamforming:

Results

1 Rt 6393 11696
Proportinsl Far ) n67 639 1699
Max Treoughput 19136 [) o 9136

Ready to simulate scenarios to understand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then click on a tile in the middle panel to load the simulation. Click on the

Exit AltsF4 NO FADING MIMO UNIT GAIN
I 5G Peak Throughput
© gNB cell radius for different data rates
! Distance vs Throughput n261 band
5G Log File and Packet Trace
book icon on the left (Example Simulations) panel to view documentation (pdf).
Support Leam Documentation

Contact Us

Email - sales@tetcos.com
Phone - +91 767 605 4321
Website

Figure 4-35: List of scenarios for the example of Scheduling

441

time varying.

Multi UE throughput with UEs at different distances and channel is not

The following network diagram illustrates what the NetSim Ul displays when you open this

example configuration file.
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UE_T1

Figure 4-36: Network set up for studying the Scheduling example.

Configuring the scheduling algorithm, and parameter settings in example config files

1. Set grid length as 5000m from Environment setting.

2. Set distance as follows.

a. gNB_7 to UE_8 = 1500m
b. gNB_7 to UE_11 = 2000m, and
c. gNB_7 to UE_12 = 2500m

3. Go to Wired link properties and set the following properties as shown below Table 4-21.

Wired Link Properties \

Uplink Speed (Mbps) 10000
Downlink Speed (Mbps) 10000
Uplink and downlink BER 0.0
Table 4-21: Wired Link Properties
4. Go to gNB properties - Interface (5G_RAN), set the following properties as shown below

Table 4-22. In the first sample the scheduling type is set to Round Robin, in the second to

Proportional fair, and in the third to Max throughput.

Data Link Layer Properties

Varies: Proportional Fair, Max
throughput, Round Robin

Physical Layer Properties

Scheduling Type

CA Type SINGLE_BAND
CA Configuration n78

CC1
Numerology 1
Channel Bandwidth 100 MHz
Outdoor Scenario URBAN_MACRO
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LOS NLOS Selection USER_DEFINED

LOS Probability 1

Pathloss Model 3GPPTR38.901-7.4.1

Shadow Fading Model None

Fading and Beamforming NO_FADING_MIMO_UNIT_GAIN

Table 4-22: gNB >Interface (5G_RAN) >Data Link layer properties
5. Set Tx Antenna Count as 1 and Rx Antenna Count as 1 in gNB properties.
6. Set Tx Antenna Count as 1 and Rx Antenna Count as 1 in all the UEs.

7. Go to Application properties and set the following properties as shown below Table 4-23.

Application Properties

Application 1 = Application 2 = Application 3

Application Type CBR CBR CBR
Source ID 10 10 10
Destination ID 8 11 12

QoS UGS UGS UGS
Transport Protocol | UDP UDP UDP
Packet Size 1460Bytes 1460Bytes 1460Bytes
Inter-arrival time 10us 10us 10us
Start Time 1s 1s 1s

Table 4-23: Application properties
8. Run Simulation for 1.5s and note down throughput value in the results window in each

sample. Recall that each sample has a different scheduling algorithm configured.

Results and discussions

The results with all the three UEs simultaneously downloading data is as given below.

Throughput (Mbps)

Scheduling Application 1 | Application 2 | Application 3 | Aggregate

Round Robin 63.93 36.67 16.39 116.99
Proportional Fair 63.93 36.67 16.39 116.99
Max Throughput 191.36 0 0 191.36

Table 4-24: UDP download throughputs for different scheduling algorithms when all three 3 UEs
simultaneously downloading data

Next, consider a scenario with only one of the UEs seeing DL traffic (we don’t provide inbuilt
configuration file for this, and since it is a simple exercise for a user) First, run for the UE at
1500m, then for UE at 2000m and finally for UE at 2500m. This gives the maximum achievable
throughput per node since the gNB resources (bandwidth) is not shared between 3 UEs and
is fully dedicated to just one UE. The results are below.

Distance from gNB (m) Application ID Throughput (Mbps) Remarks
UE 1 alone has full
buffer DL traffic

UE 2 alone has full
2000 2 110.16 buffer DL traffic

1500 1 191.36
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UE 3 alone has full
buffer DL traffic

Table 4-25: UE throughputs if they were run standalone (without the other UEs downloading data)

2500 3 49.26

The PHY rate is decided per the received SNR. Therefore, a UE closer to the gNB will get a
higher date rate than a UE further away. In this example the distances from the gNB are such
that UELO_Distance > UE9_Distance > UE8_Distance.

In Round Robin PRBs are allocated equally among all three nodes. However, throughputs are
in the order UE8 > UE9 > UE10 because of their distances from the gNB. The individual

throughputs seen by each of the UEs is exactly§ of the throughput as shown in Table 4-25.The

PF scheduler results will match that of the RR scheduler since the channel is not time varying.
In Max throughput scheduling the PRBs are allocated such that the system gets the maximum
download throughput. The nearest UE will get all the resources and its throughput will be 3

times the throughput of the UE which got the max throughout in RR.
4.4.2 Multi UEs at different distances with a time varying channel

Configuring the scheduling algorithm, and parameter settings will remain the same for the case

below.
Changes in the gNB properties are as follows.

1. Go to gNB properties a Interface (5G_RAN), set the following properties as shown below.
In the first sample the scheduling type is set to Round Robin, in the second to Proportional

fair, and in the third to Max throughput.

Data Link Layer Properties

Scheduling Type Varies: Proportional Fair, Max throughput,

Round Robin
Physical Layer Properties

CA Type SINGLE_BAND
CA Configuration n78

CC1
Numerology 1
Channel Bandwidth 100 MHz
Outdoor Scenario URBAN_MACRO
LOS NLOS Selection USER_DEFINED
LOS Probability 1
Pathloss Model 3GPPTR38.901-7.4.1
Shadow Fading Model None
Fading and Beamforming RAYLIEGH_WITH_EIGEN_BEAMFORMING

Table 4-26: gNB >Interface (5G_RAN) >Data Link layer properties

2. Run Simulation for 1.5s and note down throughput value in the results window in each

sample.
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Results and discussions

The results with all the three UEs simultaneously downloading data are as given below.

Throughput (Mbps)

Scheduling Application 1 | Application 2 | Application 3 | Aggregate

Round Robin 49.80 30.20 18.78 98.78
Proportional Fair 64.87 38.40 23.12 126.39
Max Throughput 131.61 31.69 0.00 163.3

Table 4-27: UDP download throughputs for different scheduling algorithms when all three 3 UEs
simultaneously downloading data with time varying channel.

A difference in the performance of the RR and PF schedulers can be seen when the channel
is time varying (of the order of the coherence time which is 10ms). To induce time varying
randomness in the channel we enable fading and beamforming. Thus, after every 10ms,
NetSim draws an i.e. fading random variable, as the additional loss. Under these conditions,
the RR scheduler would allot resources to the UEs in a round robin fashion, whereas the PF
scheduler would give preference to the UE which sees the best channel (highest SINR). The
reason why the RR scheduler yields lower throughputs than the PF scheduler is that the RR
scheduler is not “opportunistic,” i.e., it does not take advantage of the knowledge that a UE
has a good channel in the next slot and continues to serve the UEs cyclically. The results are
shown in Table 4-27; observe how this is different from Table 4-25 where the channel is not

time varying.
4.5 Max Throughput for various bandwidth and numerology
configurations

Open NetSim, Select Examples ->5G NR ->Max Throughput vs Bandwidth and
Numerology then click on the tile in the middle panel to load the example as shown in Figure
4-37.
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New Simulation Ctrl+N Example Simulations Bandwidth Results
Your Work: Ctrl+Q Internetworks This example provides and delay for different given
Cellular Networks © 2 constant banduwidth.
| Bamples

Experiments

Advanced Rauting
Mobile Adhoc Networks
Software Defined Networks
10T-WSN

Cognitive Radio Networks '

Bandwidth CA1=10 and CA2=10

Numerology: 1
Bandwidth: CA1=10, CA2=10

Bandwidth CA1=20 and CA2-20

Numerology: 1
Bandwidth: CA1=20, CA2=20

. All rights reserved

LTE and LTE-A i
VANETs

Satellite Communication

5GNR &
" Bandwidth CA1=30 and CA2=30 | | Bandwidth CA1=40 and CAZ=40 ———=
© Distance vs Pathloss S

Through put (Mbps)
I Distance vs Throughput 12030
I Scheduling Numerology: 1 Numerology: 1 25029
Bandwidth: CA1=30, CA2=30 Bandwidth: CA1=40, CA2=40 3
5 "+ Max Throughput vs Bandwidth and Numerology| | o enaw 40529
License Settings e
) Bandwidth| CA1=40, CA2=50 64356
Exit AltsF4 Numerology GAI=40. CAZ60 401
" Outdoor vs Indoar CA1-40 G250 53440
3 GAI=40,CAZ:90 103134
I 4Gvs5G Bandwidth CA1=40 and CA2=50 Bandwidth CA1=40 and CA2=60 -
GA1=40, CAZ=100 112828

I 5G Peak Throuahnut

Ready to simulate scenarios to understand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then click on a tile in the middle panel to load
the simulation. Click on the book icon on the left (Example Simulations) panel to view documentation (gdf).

Support Leam Contact Us

Documentation

Email - sales@tetcos.com
E ent Manuzl braries Phone - +91 767 605 4321
- s Website

Figure 4-37: List of scenarios for the example of Max Throughput vs Bandwidth and Numerology

tetcos.com

The following network diagram illustrates, what the NetSim Ul displays when you open the

example configuration file.

cral oy
ATA ] s/
uP1 Rodter 9

0
s
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L2 Switch S 12 Switch 4
5
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| gm}_? L2 Switch_6 Wired_Node_10
100m
¥

Figure 4-38: Network set up for studying the Max Throughput vs Bandwidth and Numerology

Settings done in example config file
Bandwidth CA1=10 and CA2=10 Sample

1. Set grid length as 1000m from Environment settings.
2. Go to gNB properties - Interface (5G_RAN), set the following properties as shown in
Table 4-28

Physical Layer Properties

CA_Type INTER_BAND_CA
CA_Configuration = CA 2DL_1UL n39 n41l
Frequency Range | FR1
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MCS Table QAM256
CQI Table TABLE2
Pathloss Model None

Table 4-28: gNB >Interface (5G_RAN) >Physical layer properties
Set Tx_Antenna_Count as 2 and Rx_Antenna_Count as 1 in gNB propertis > Interface
5G_RAN > Physical Layer.
Set Tx_Antenna_Count as 1 and Rx_Antenna_Count as 2 in UE propertis > Interface
5G_RAN > Physical Layer.

Go to Wired link properties and set the following properties as shown below Table 4-29

Wired Link Properties

Uplink_Speed (Mbps) 100,000
Downlink_Speed 100,000
Uplink & Downlink 0.0000001

Table 4-29: Wired Link Properties

Go to Application properties and set the following properties as shown below Table 4-30.

Application Properties \

Source_Id 10
Destination_Id 8

Transport Protocol UDP
Start_Time 1s
Packet_Size 1460 Bytes
Inter_Arrival_time 1us
Generation Rate 10,000 Mbps

Table 4-30: Application properties

7. Plots are enabled in NetSim GUI.

8. Run Simulation for 1.01s, after simulation completes go to metrics window and note down

throughput and delay value from application metrics.

For the first time set Numerology value as 1 in gNB properties and change CA1 bandwidth
value as 10, 20, 30, and 40, CA2 bandwidth value as 10, 20, 30, 40, 50, 60, 80, 90, and 100
note down throughput.

For the second time set CA1 bandwidth value as 40, CA2 bandwidth value as 50 in gNB

properties and change the Numerology value as 0, 1, and 2 and note down throughput.

Result:

Numerology = 1

Bandwidth Throughput (Mbps)

CA1=10, CA2=10 120.30
CA1=20, CA2=20 259.29
CA1=30, CA2=30 405.29
CA1=40, CA2=40 550.12
CA1=40, CA2=50 643.56
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744.01
934.40
1031.34

CA1=40, CA2=100 1128.28

Table 4-31: Results Comparison with constant Numerology vs. Bandwidth and throughput

Bandwidth

CA1=40, CA2=50
CA1=40, CA2=50
CA1=40, CA2=50

Numerology Throughput (Mbps)

0
1
2

Delay (us)
5104.65
4903.86
4808.65

581.66
643.56
650.57

Table 4-32: Results Comparison with different Numerology vs. Bandwidth, throughput and Delay

As Numerology increases the throughput remains almost the same while delay reduces.

4.6 Max Throughput for different MCS and CQlI

Open NetSim, Select Examples ->5G NR ->Max Throughput vs MCS and CQI then click on
the tile in the middle panel to load the example as shown in below screenshot

[ Netsim Home

NetSim Standard
Network Simulation/Emulation Platform
Version 13.2.34 (64 Bit)

New Simulation Ctrl=N  Example Simulations

I Software Defined Networks ©
b7 IOT-WSN

I Cognitive Radio Networks

I LTEand LTE-A

I VANETs

I Satellite Communication

4 5GNR

Your Work Ctrl«Q

| Examples

Experiments

I Distance vs Pathloss

I Distance vs Throughput

I Scheduling

I Max Throughput vs Bandwidth and Numerology
I Outdoor vs Indsor

I 4Gvs 5G

I 5G Peak Throughput

I gNB cell radius for different data rates

Heense Settings I Distance vs Throughput n261 band

56 Log File and Packet Trace
] Max Throughput vs MCs and cal|

Impact of numerolagy on a RAN with phones sen

Exit Alt-F4

UE Movement vs Throughput

Max Throughput vs MCS and €QI

In this sample, we observe the max threughput for different MCS and CQl tables defined

in the standard.

QAMBALOWSE

N properties: Interface (56 RAN)
MCS table: QAMBALOWSE
CQl table: TABLE2

QAM256

gNB properties: Interface (5G RAN)
MCS table: QAM256
€C)l table: TABLE2

Results
Qames

gNE properties: Interface (5G RAN)

MCS table: QAMB4

€Q table: TABLET

MCS Table  CQiTable  Throughput (Mbps)
QAMEILOWSE  TABLE3 176,68

QAMG4 TABLE1 2225.04
QAM256 TABLE2 2002.48

Ready to simulate scenarios to understand the warking of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then click on 3 tile in the middle panel to load
the simulation. Click on the book icon on the left (Example Simulations) panel to view dacumentation (pdf).

Support

Learn

Documentation

Contact Us
Email - sales@tetcos.com
Phone - +91 767 605 4321

ode Help Website :

Figure 4-39: List of scenarios for the example of Max Throughput vs MCS and CQI

The following network diagram illustrates, what the NetSim Ul displays when you open the

example configuration file.
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e
SMF )

SMF_2

L2 _Switch_4

Figure 4-40: Network set up for studying the Max Throughput vs MCS and CQI

Settings done in example config file:

1. Set grid length as 1000m from Environment setting.
2. Goto gNB properties - Interface (5G_RAN), set the following properties as shown below
Table 4-33.

Properties \

Physical Layer Properties

Frequency Range FR2
CA_TYPE INTER_BAND_CONTIGUOUS_CA
CA_Configuration CA_n258G
Numerology Channel Bandwidth (MHz)
CAl ' 3 400
CA2 3 400

Pathloss Model None

Table 4-33: gNB >Interface (5G_RAN) >Physical layer properties

3. Go to Wired link properties and set the following properties as shown below Table 4-34.

Wired Link Properties

Uplink_Speed (Mbps) 100000
Downlink_Speed (Mbps) 100000
Uplink and Downlink BER 0.0000001

Table 4-34: Wired Link Properties
4. Go to Application properties and set the following properties as shown below Table 4-35.

Application Properties

Source_Id 10

Destination_Id 8
Transport Protocol = UDP
Start_Time 1s
Packet_Size 1460Bytes
Inter_Arrival_time 1us
Generation Rate 10000Mbps
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Table 4-35: Application properties
Set TX_Antenna_Count as 2 and RX_Antenna_Count as 1 in gNB properties.

Set TX_Antenna_Count as 1 and RX_Antenna_Count as 2 in UE properties.
Plots are enabled in NetSim GUI.

Run Simulation for 1.002s, after simulation completes go to metrics window and note

© N o u

down throughput and delay value from application metrics.

For this Scenario set MCS Table as QAM64LOWSE and CQI Table as TABLE3 and note
down throughput.

Go Back to the Scenario and set MCS Table as QAM64 and CQI Table as TABLE1 and note
down throughput.

Go Back to the Scenario and set MCS Table as QAM256 and CQI Table as TABLEZ2 and note
down throughput.

Result:

MCS Table CQI Table  Throughput (Mbps)
QAM64LOWSE  TABLE3 2055.68
QAM64 TABLE1 2592.96
QAM256 TABLE2 3393.04

Table 4-36: Results Comparison

4.7 Outdoor vs. Indoor Propagation

Open NetSim, Select Examples ->5G NR -> Qutdoor vs Indoor then click on the tile in the

middle panel to load the example as shown in below screenshot

] NetSim Home - x

NetSim Standard
Network Simulation/Emulation Platform
Version 13.2.34 (64 Bit)

New Simulation Cti+N  Example Simulations Outdoor Results
Your Work ctds0  Advanced Routing i Analyze the Total Propagation Loss, Pathloss, Shadow Fading Loss, 021 Penetration Loss,
b ¥ Mobile Adhoc Networks Thermal Noise, and SNR values for DL and UL via the LTENRLog file for an outdoor
| Exemples I 7 Software Defined Networks scenario
Experiments b IOT-WSN Outdoor
I Cognitive Radio Networks
b 3 s
UIE and LTE-A Pathloss model: 3GPPTRI8901-7.4,1 :
b VANETs @ Outdoor seenari: Rural macro
I Satelite Communication i LOS NLOS selection: User defined
4 7 SGNRY LOS probability: 1

b Distance vs Pathiass Shadow fading model: Log normal

I Distance vs Throughput

I Scheduling
I Max Throughput vs Banduwidth and Numerclogy

4 Outdoor vs Indoor oo 3¢
o
Outdoor]
- =] i
Indoor w2
Exit Alt+F4 I 4G s 5G g

I 5G Peak Throughput
I+ gNB cell radius for different dats rates
I Distance vs Throughput n261 band

Ready to simulate scenarios to understand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then click on a tile in the middle panel to load
the simulation. Click on the book icon on the left (Example Simulations) panel to view decumentation (pdfl.

Learn Documentation Contact Us

Email - sales@tetcos.com

Phone - +91 767 605 4321
Website : com

Figure 4-41: List of scenarios for the example of Outdoor vs Indoor
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The following network diagram illustrates, what the NetSim Ul displays when you open the
example configuration file.

Figure 4-42: Network set up for studying the Outdoor

4.7.10Outdoor
Settings done in example config file:

1. Set grid length as 1000m from Environment setting.

2. Set the following property as shown in below Table 4-37

General Properties

X Coordinates = Y Coordinates
gNB Properties 300 200
UE Properties 150 400
Table 4-37: Device Positions
3. Goto gNB properties - Interface (5G_RAN), set the following properties as shown below

Table 4-38.

Properties \

Physical Layer Properties

gNB Height (m) 10
Tx_Power (dBm) 40
Duplex Mode TDD
CA_Type Inter Band CA
CA Configuration CA _2DL _1UL n39 n41
DL_UL_Ratio 1:1
CA-1
Numerology 0
Bandwidth (MHz) 5
CA-2
Numerology 0
Bandwidth (MHz) 10
Channel Model
Pathloss Model 3G99TR38.901-7.4.1
Outdoor Scenario Rural Macro
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LOS_NLOS_Selection User Defined

LOS Probability 1

Shadow Fading Model 3G99TR38.901-7.4.1
ShadowFading_Standard_Deviation = 3G99TR38.901-Table7.4.1-1
Fading _and_Beamforming NO_FADING_MIMO_UNIT_GAIN

Table 4-38: gNB >Interface (5G_RAN) >Physical layer properties
4. Set TX_Antenna_Count as 2 and RX_Antenna_Count as 1 in gNB properties.
Set TX_Antenna_Count as 1 and RX_Antenna_Count as 2 in UE properties.
Set the CBR application between source id 10 and destination id 8 with Packet Size 1460
B and IAT 20000 ps and Transport Protocol is set to UDP.
7. Set application start time as 1 sec.

e Logs can be enabled by clicking on the icon in the toolbar as shown below.

[E] 5G-NR_SA. Workspace Name: Vaishnavii. Experiment Name: LOS 30m
File Options Help

" - /" Wired/Wireless e %/ Plots

=) (57 (@) 25 @
g 1= s J\A =l Beg] Packet Trace a4 View Results
Node L2 Devices Router  Base Station UE Building Application Run B, Display Settings

Figure 4-43: Enabling log files in NetSim GUI.

e Select the LTENR Radio Measurements log and click on OK.

|—;:— NetSim-5G_NR_mmWave logs X

You can enable or disable the recording logs of specific network legs from the list
provided.

—Metwork log:

LTEMR Radio Measurements Log *
D LTENR Resource Allocation Log
[T] LTENR Handower TTT Log v

r—Additional* log
D IEEES02.11 Radic Measurements Log
D |EEE 802,11 Backoff Log
[ 1eee 80211 Log
[T] 0SPF Log v

*depends on specific devices, logs or networks

oK Cancel

Figure 4-44: Enabling LTENR Radio Measurements Log
8. Plots are enabled in NetSim GUI.

9. Run simulation for 11 sec.

Go to metrics window expand Log Files option and open LTENR_Radio_Measurements.log

file.
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8 X

> R

Detailed View | TCP_Metrics Detailed View

rosec) )i Source Destination  SegmentSent  SegmentReceed  AckSent  Ack Recewed  Dupicate ack recewed

] Detailed View | Queue_Metrics Detailed View

Deviceid  Portid Queued pa. Degueved .. Dropped p.

NetSim does not calculate eNB/gNS-UE link thioughputs in LTE and 5G. Refer 1o the LTE NR Cell Metrics table available under Network Performance on the top
left.

Restore To Original View

Figure 4-45: Results Window

Note down the Total Propagation Loss, Pathloss, Shadow Fading Loss, O21 Penetration Loss,

Thermal Noise, and SNR values for downlink Layerl ad Uplink Layer1.

gNB/eNB I UE NamelTotaILossldB) PathLoss(dB) ShadowFadinglLoss(1021_Loss( Rx_Power(SNR(dB) SINR(dB) Interferen(BeamForrrth Index MCS Index

GNB_7 UE_8 90.162699 86.775281
GNB_7 UE_8 89.415503  89.476259
GNB_7 UE_8 90.162699 86.775281
GNB_7 UE_S8 89.415503  89.476259
GNB_7 UE_8 90.392254 86.775281
GNB_7 UE_S8 90.392254  86.775281
GNB_7 UE_8 90.392254 86.775281
GNB_7 UE_8 90.392254 86.775281
GNB_7 UE_S8 94.314017 89.476259
GNB_7 UE_8 94.314017 89.476259
GNB_7 UE_8 94.314017 89.476259
GNB_7 UE_8 90.392254 86.775281
GNB_7 UE_8 90.392254 86.775281
GNB_7 UE_8 90.392254 86.775281
GNB_7 UE_8 94.314017 89.476259
GNB_7 UE_8 94.314017 89.476259

3.387418
-0.060757
3.387418
-0.060757
3.616973
3.616973
3.616973
3.616973
4.837757
4.837757
4.837757
3.616973
3.616973
3.616973
4.837757
4.837757

0 -44.1421 62.6962 N/A N/A 6.0206 N/A N/A
0 -43.3949 60.4331 N/A N/A 6.0206 N/A N/A
0 -44.1421 62.6962 N/A N/A 6.0206 N/A N/A
0 -43.3949 60.4331 N/A N/A 6.0206 N/A N/A
0 -53.4026 53.4357 53.4357 -1000 N/A 15 28
0 -53.4026 53.4357 53.4357 -1000 N/A 15 28
0 -67.3923 39.446  39.446 -1000 N/A 15 27
0 -44.3717 62.4666 N/A N/A 6.0206 N/A N/A
0 -57.3243 46.5036 46.5036 -1000 N/A 15 28
0 -57.3243 46.5036 46.5036 -1000 N/A 15 28
0 -48.2934 55.5345 N/A N/A 6.0206 N/A N/A
0 -53.4026 53.4357 53.4357 -1000 N/A 15 28
0 -53.4026 53.4357 53.4357 -1000 N/A 15 28
0 -67.3923 39.446  39.446 -1000 N/A 15 27
0 -57.3243 46.5036 46.5036 -1000 N/A 15 28
0 -57.3243 46.5036 46.5036 -1000 N/A 15 28

LTENR_Radio_Measurements_Log @

KT ]

Figure 4-46: LTENR Radio Measurement log.csv file

4.7.2 Indoor

The following network diagram illustrates what the NetSim Ul displays when you open the

example configuration file.
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i — ‘
VY g 12 5 RS =2 2y

Figure 4-47: Network set up for studying the Indoor

Settings done in example config file:

1. Set grid length as 1000m from Environment setting.

2. Set the following property as shown in below Table 4-39.

General Properties

X Coordinate Y Coordinate
Building Properties 50 100
gNB Properties 300 200
UE Properties 150 400

Table 4-39: Devices Positions

3. Go to the building properties, set Length_X as 105.52m and Breadth_Y as 118.51m.

4. Go to gNB properties > Interface (5G_RAN), set the following properties as shown below
Table 4-40.

Properties ‘

Physical Layer Properties

gNB Height (m) 10
Tx_Power (dBm) 40
Duplex Mode TDD
CA_Type Inter Band CA
CA Configuration CA _2DL_1UL _n39 n41
DL_UL_Ratio 1:1
CA-1 0
Numerology 5
Bandwidth (MHz)
CA-2

0
Numerology 10

Bandwidth (MHz)
Channel Model

Pathloss Model 3G99TR38.901-7.4.1
Outdoor Scenario Rural Macro
LOS NLOS_ Selection User Defined
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LOS Probability 1

Shadow Fading Model 3G99TR38.901-7.4.1
ShadowFading_Standard_Deviation = 3G99TR38.901-Table7.4.1-1
Fading and_Beamforming NO_FADING_MIMO_UNIT_GAIN
02l Building Penetration Model LOW_LOSS MODEL

Table 4-40: gNB >Interface (5G_RAN) >Physical layer properties

Set TX_Antenna_Count as 1 and RX_Antenna_Count as 1 in gNB properties.
Set TX_Antenna_Count as 1 and RX_Antenna_Count as 1 in UE properties.

7. Setthe CBR application between source id 10 and destination id 8 with Packet Size 1460
B and IAT 20000 ps and Transport Protocol is set to UDP.
Set application Start_ Time as 1 sec.
The LTENR Radio measurement log file can be enabled as per information provided in
the section 3.20

10. Plots are enabled in NetSim GUI.

11. Run simulation for 11 sec.

Note down the Total Propagation Loss, Pathloss, Shadow Fading Loss, O2l Penetration Loss,
Thermal Noise, and Signal to Noise Ratio (SNR)

Result:

NOTE: The values of CC ID =1 and layer ID = 1 present in the log file have been considered in the
tables given below. (To check SNR values for downlink, filter the channel as PDSCH and for uplink as
PUSCH with Layer ID as 1).

Parameters Outdoor Indoor
Total Propagation Loss (dB) 90.39 102.99
Pathloss (dB) 86.77 86.77
Shadow Fading Loss (dB) 3.61 -2.09
02l Penetration Loss (dB) 0 18.31
Uplink Signal to Noise Ratio (SNR) (dB) 39.44 26.84
Downlink Signal to Noise Ratio (SNR) of Layer 1 | 53.43 43.84

Table 4-41: Outdoor and Indoor result comparisons

4.8 4G vs. 5G: Capacity analysis for video downloads

Open NetSim, Select Examples ->5G NR -> 4G vs 5G then click on the tile in the middle

panel to load the example as shown in below screenshot.
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[ netSim Home - b3

NetSim Standard

Network Simulation/Emulation Platform
Version 13.2.34 (64 Bit)

New Simulation CtrlsN  Example Simulations 4G Results
Your Work Ctdeg | Advanced Routing | Understand the video download capacity in a 4G network.
I Mobile Adhoc Networks 1-
| eamples I Software Defined Networks 20 Nodes 40 Nades [0
Experiments b R IOT-WsN
I 7 Cognitive Radio Networks i CA Typeiintra Band Non- Contiguous CA | | CA Typeilntra 8and Nan- Contiguous CA y
b B TEand TEA & Number of nodes: 20 Number of nodes: 40 e
MCS table: QAMB4 MCS table: QAMG4 A
! VANETs CQl table: TABLET CQl table: TABLET Sl
I Satellite Communication 0 "f'ﬁ”‘/lﬁ
; ( ; { s
4 : S +
56 NR 1L H‘ﬁﬁ AN
Distance vs Pathloss 50 Nodes P i =

Distance vs Throughput

5

5

I Scheduling 4G (Devices downloading video)

i CA Typeilntra Band Non- Contiguous CA | | CA Typeiintra Band Nan- Contiguous CA

b Max and Number of nodes; 60 Number of nodes; 80 Throughput (Mbps)  Delay (us)

I Gutdoor vs Indoor MCS table: QANG4 MCS table: QAMG4

PRI CQl table: TABLET CQl table: TABLET e
License Settings peruser Aggregate pitHd¢
it Moo 6 20 245 4897 323259

I 5G Peak Throughput LD =D o 244 97.58 5480.52

, 60 246 14735 762346
I gNB cell radius for different data rates BT ete 1010080
I Distance vs Throughput n261 band CA Typailntra Band Mon- Contiguous CA | | CA Typaiintra 8and Nan- Contiguaus CA = = -

Ready to simulate scenarios to understand the working of the different technelogy libraries in NetSim. Expand and click an the file name to display simulation examples. Then dlick on a tile in the middie pane! to load
the simulation. Click on the book ican an the left (Example Simulations) panel to view documentation (pdf.

Support Learn Documentation Contact Us
Videos Email - sales@tetcos.com
Experiment Manual n raries Phone - +01 767 605 4321

So e Help Website : www.tetcos.com

Figure 4-48: List of scenarios for the example of 4G vs 5G
4.8.1 4G

Under 4G click on 20 Nodes Sample, the following network diagram illustrates what the NetSim
Ul displays when you open the example configuration file.

= |2 /;;\ 3 4
£ 3 s/ 4
ERPd 2 Router_ 3 ed_MNode 4
3 15_VIDED
14_VIDEC
13_VIDEQ
12_VIDEQ

Figure 4-49: Network set up for studying the 4G
Settings done in example config file:

1. Set grid length as 1000m from Environment setting.
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2. Set the following property as shown in below given Table 4-42.

eNB Properties -> Interface (LTE)

CA Type Intra Band Non- Contiguous CA
Frequency Range FR1
CA_Configuration CA _4DL_42C _2UL_42C BCS1

DL_UL Ratio 1:1

CA1, CA2, CA3, CA4
Numerology 0
Channel Bandwidth = 20 MHz
MCS Table QAM64
CQI Table TABLE1
Pathloss Model None

Table 4-42: eNB >Interface (LTE) >Physical layer properties

3. Frequency range FR1, Numerology = 0, Bandwidth = 20 MHz with QAM 64 MCS table
represents a 4G configuration
Set Uplink speed and Downlink speed as 10000 Mbps and BER as 0 in all wired links.
Set Tx_Antenna_Count as 2 and Rx_Antenna_Count as 1 in eNB > Interface LTE >
Physical Layer.

6. Set Tx_Antenna_Count as 1 and Rx_Antenna_Count as 2 in UE > Interface LTE >
Physical Layer.

7. ‘Configure the 20 applications Source id as 4 and Destination id as 5, 6, 7, 8, 9, 10, 11,
12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, and 24 and set the properties as shown
below. This would generate 2.5 Mbps of traffic per user. Transport Protocol is set to UDP

in all the application.

Application Properties

Frame Per Sec 50
Pixel Per Frame | 50000
Mu 1
Start_Time 1s

Table 4-43: Application properties
8. Plots are enabled in NetSim GUI.

9. Run simulation for 2 sec. After simulation completes go to metrics window and note down

throughput and delay value from application metrics.

Increase number of UE’s and number of applications as 40, 60, 80, and 100 and note down

throughput and delay value from application metrics.
4.8.2 5G

Under 5G click on 20 Nodes Sample, the following network diagram illustrates, what the

NetSim Ul displays when you open the example configuration file.
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YE_19
UE_ 18 »uE_17UE_a8e 12UE 10UE 29E 4g8 11 -

Figure 4-50: Network set up for studying the 5G

Settings done in example config file:

1. For the above 5G scenario set the following given properties Table 4-44.

gNB Properties -> Interface (5G_RAN)

Pathloss Model None
DL_UL_Ratio 11
Frequency Range FR2
CA_Type INTRA_BAND_CONTIGUOUS_CA
CA_Configuration CA_n258G
Numerology | Channel Bandwidth (MHz)
CAl, CA2 3 400
MCS Table QAM256
CQI Table TABLE2

Table 4-44: gNB >Interface (5G_RAN) >Physical layer properties

2. The Tx_Antenna_Count was set to 2 and Rx_Antenna_Count was set to 1 in gNB >
Interface 5G_RAN > Physical Layer.

3. The Tx_Antenna_Count was set to 1 and Rx_Antenna_Count was set to 2 in UE >
Interface 5G_RAN > Physical Layer.

4. Frequency range FR2, Numerology = 3, Bandwidth = 100 MHz with QAM 256 MCS table
represent a 5G configuration

5. The Uplink and Downlink speed was set to 10000 Mbps and BER as 0 in wired links.
Plots are enabled in NetSim GUI.
Run simulation for 2 sec. After simulation completes go to metrics window and note down

throughput and delay value from application metrics.

Increase number of UE’s and number of applications as 40, 60, 80, and 100 and note down

throughput and delay value from application metrics.
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Sum of throughputs (Mbps)

Throughput Per User (Mbps) = Number of User

Sum of Delays (us)

Delay Per User (us) =

Number of User

Result:

Throughput (Mbps) IEVA(TE)) Throughput (Mbps) DIEVA(TE))
20 2.44 48.95 3886.56 2.46 49.27 418.81
40 2.43 97.55 6216.01 244 97.99 574.91
60 2.45 147.23 8505.414 2.45 147.22 691.29
80 2.44 195.95 10815.42 2.46 197.20 837.61
100 2.14 214.75 71807.78 2.46 246.18 983.55
120 1.79 214.86 143552.3 2.46 295.77 1099.96
140 1.53 214.91 194969.3 2.46 345.09 1243.36

Table 4-45: Aggregated and Average throughput and delay per user with different number of users for
LTE 4G and 5G NR

For the given settings, the 4G network has a max download capacity available of about 217
Mbps. When this capacity is ready, as the number of users increases the throughput per user
starts dropping in 4G. And the latency shoots up once this threshold is crossed. However, 5G
can provide necessary bandwidth (has a capacity of 5+ Gbps) for each user to download at
the full rate of 2.5 Mbps.

Throughput per User (Mbps)
-
(6]

20 40 60 80 100 120 140
Number of Devices

#4G © 5G

Figure 4-51: Throughput vs Number of Devices for 4G and 5G. The 4G per user throughput starts
falling after 80 devices.
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Figure 4-52: Plot of Latency vs Number of Devices. The 5G Network average delay is insignificant i.e.,

many orders of magnitude lower, and hence not visible in the plot.

4.9 5G-Peak-Throughput

Open NetSim, Select Examples ->5G NR -> 5G Peak Throughput then click on the tile in the
middle panel to load the example as shown in below screenshot

] Metsim Home

NetSim Standard
Network Simulation/Emulation Platform
Version 13.2.34 (64 Bit)

New Simulation Ctrl+N  Example Simulations 3.5GHz-n78band Results

Your Work Ctdeg | Advanced Routing | Observe peak DL and UL throughout for different banduwidths. Operation in the n78 band.
Mobile Adhos Netwarks 1
| Examples Software Defined Networks 50 MHz no pathioss DLUL &1 | | 100 Mz no pathloss DLUL 4:1

Experiments

IOT-WSN
‘Cognitive Radio Networks ..
LTE and LTE-A

Bandwidth: 50 MHz
Pathloss model: No pathloss

Bandwidth: 100 MHz
Pathloss model: No pathloss

;

b

I

r

;

[ - -
I Satellite Communication g

.

DL-UL Ratic: 4:1 DL-UL Ratic: 4:1
VANETs %
SGNR
I Distance vs Pathloss
I Distance vs Throughput
I Scheduling
I MaxTl vs idth and
- Gutdoor vs Indoor
Bandwidth (MHz) Throughput (Mbps) Throughput (Mbps)
License Settings L 4Gvs 56 'DLUL Ratio af 4:1, with & DL MIMO and 4 UL MIO layers
Pl 5G Peak Throughput = w07 tsrant
Exit Alt-F4 2.56Hz-n78band o e e

26GHz-n258band
I~ gNB call radius for different data rates
I Distance vs Throughput n261 band

Ready to simulate scenarios to understand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then click on 2 tile in the middle panel to load
the simulation. Click on the book icon on the left (Example Simulations) panel to view documentation (pdf).

Learn Documentation

Contact Us
Videos User Manual Email - sales@tetcos.com
Experiment Manual Phone - ~81 767 605 4321

ode Help Website :

vw tetcos.com

Figure 4-53: List of scenarios for the example of 5G Peak Throughput
4.9.13.5 GHz n78 band

The following network diagram illustrates, what the NetSim Ul displays on clicking.
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Figure 4-54: Network set up for studying the 5G Peak Throughput
Settings done in example config file:
1. Set the following property as shown in below given Table 4-46.

gNB Properties -> Interface (5G_RAN)

Pathloss Model None
Frequency Range FR1
CA_Type SINGLE_BAND
CA_Configuration n78
DL/UL Ratio 4:1
CA1
Numerology 2
Channel Bandwidth = 50 MHz
MCS Table QAM256
CQl Table TABLE2

Table 4-46: gNB >Interface (5G_RAN) >Physical layer properties

2. The Tx_Antenna_Count was set to 8 and Rx_Antenna_Count was set to 4 in gNB >
Interface 5G_RAN > Physical Layer.

3. The Tx_Antenna_Count was set to 4 and Rx_Antenna_Count was set to 8 in UE >
Interface 5G_RAN > Physical Layer.

4. Wired link properties set Uplink speed and Downlink speed as 100000 Mbps and BER as
0.

5. Set 2 applications Downlink source node as 10, and destination node as 8, Uplink source
node as 8, and destination node as 10. Transport Protocol is set to UDP in all the

application.

‘ Application Properties
App_CBR_UDP_DL
Start Time (s) 1
Packet Size (Byte) 1460
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Inter Arrival Time (us) 2.92
App_CBR_UDP_UL
Start Time (s) 1
Packet Size (Byte) 1460
Inter Arrival Time (us) 5.84

Table 4-47: Application properties
6. Plots are enabled in NetSim GUI.
7. Run simulation for 1.1 sec. After simulation completes go to metrics window and note

down throughput value from application metrics.

Go back to the Scenario and change channel bandwidth to 100 MHz, run simulation for 1.1
sec and note down throughput value from application metrics.

Result:
. Throughput (Mbps) Throughput (Mbps)
SENCI (aln7) CBR_UDP_UL CBR_UDP DL
DL/UL Ratio of 4:1, with 8 DL MIMO and 4 UL MIMO layers
‘ 50 126.84 1574.81
100 266.65 3319.45

Table 4-48: Results Comparison

4.9.226 GHz n258 band

The following network diagram illustrates, what the NetSim Ul displays on clicking.

Wired_Node_10

— &

)7 o)

l, A-., 6 ] 5

9N+_7 L2_Switch_5 L2 _Switch_ L2_Switch_4
CBR_UDP_DL

UES
Figure 4-55: Network set up for studying the 5G Peak Throughput
Settings done in example config file:
1. Set the following property as shown in below Table 4-49.

gNB Properties -> Interface (5G_RAN) ‘

Pathloss Model None
Frequency Range FR2
CA_Type SINGLE_BAND
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DL/UL Ratio

CAl
Numerology
Channel Bandwidth
MCS Table
CQIl Table
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n258
4:1

3
200 MHz
QAM256
TABLE2

Table 4-49: gNB >Interface (5G_RAN) >Physical layer properties

2. The Tx_Antenna_Count was set to 8 and Rx_Antenna_Count was set to 4 in gNB >

Interface 5G_RAN > Physical Layer.

3. The Tx_Antenna_Count was set to 4 and Rx_Antenna_Count was set to 8 in UE >

Interface 5G_RAN > Physical Layer.

4. Wired link properties set Uplink speed and Downlink speed as 100000 Mbps and BER as

0.

5. Set 2 applications Downlink source node as 10 destination node as 8, Uplink source

node as 8 destination node as 10. Transport Protocol is set to UDP in all the application.

Application Properties

App_CBR_UDP_DL

Start Time (s)
Packet Size (Byte)

Inter Arrival Time (us)

1
1460
1

App_CBR_UDP_UL

Start Time (s)
Packet Size (Byte)

Inter Arrival Time (us)

1
1460
4

Table 4-50: Application properties

6. Plots are enabled in NetSim GUI.

7. Run simulation for 1.1 sec. After simulation completes go to metrics window and note

down throughput value from application metrics.

Go back to the Scenario and change channel bandwidth to 400 MHz, run simulation for 1.1

sec and note down throughput value from application metrics.

Result:
Bandwidth Throughput (Mbps) Throughput (Mbps)
(MHz) CBR_UDP_UL CBR_UDP_DL
DL/UL Ratio of 4:1, with 8 DL MIMO and 4 UL MIMO layers
200 510.88 6195.30
400 1026.43 10773.51
Table 4-51: Results Comparison
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4.10 Impact of distance on throughput for n261 band in LOS
and NLOS states

Objective: We observe throughput of a UE (operating in the n261 band with a channel
bandwidth of 100 MHz), moving away from the gNB from 1m to 3.5 Km. The variation of
throughput is plotted in both LOS and NLOS states. Since 5G simulations take a long time to
complete, and given our goal of studying throughput vs. distance, we have set an unrealistic
speed of 20m every 10ms to complete the UE movement in a short time duration.

Open NetSim, Select Examples ->5G NR -> Distance vs Throughput n261 band then click
on the tile in the middle panel to load the example as shown in below Figure 4-56.

[X] MetSim Home

NetSim Standard

Network Simulation/Emulation Platform
Version 13.234 (64 Bit)

New Simulation Ctri«N  Example Simulations DLUL Ratio 41 Results
Your Work Ctrl+0 I Cognitive Radio Networks In this example we observe the throughput of a UE which is operating in the n261 band
I LTEand LTE-A with a channel bandwidth of 100 MHz, moving away from the gNB from 1 m to 3.5 Km.
| Examples b7 VANETs The variation of throughput is plotted for LOS state with a 4:1 DL: UL ratio.
Experiments I Satellite Communication - e of Sght (03] o e ot 5 0080 o,
4 5GNR

Distance vs Pathloss

" Channel bandwidth: 100 Channel bandwidth: 100
Distance vs Throughput CA configuration: n261 CA configuration; n261
Scheduling LOS Probability: 1 LS Probabilty: 0

Max Throughput us Bandwicth and Numerology | DLUL ratio: 411 DLUL ratio: 41

Qutdoor vs Indoor

4G vs 56

5G Peak Throughput

gNB cell radius for different data rates

rug [

Distance vs Throughput n261 band|
DLUL Ratio 4:1
DLUL Ratio 32

License Settings

Exit AlteFa 5G Log File and Packet Trace
Max Throughput vs MCS and CQI
Impact of numerology n a RAN with phones sen

UE Mavement vs Throughput

Ready to simulate scenarios to understand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then dlick on a tile in the middle pane! to load
the simulation. Click on the book icon on the left (Example Simulations) panel to view documentation (pdf].

Support Learn Documentation Contact Us

Email - sales@tetcos.com
Phone - +91 767 605 4321
Website : os.com

Figure 4-56: List of scenarios for the example of Distance vs Throughput n261 band

NetSim Ul displays the configuration file corresponding to this experiment as shown below in
Figure 4-57.
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UE moves away from

gNB ; - -
(20m every 10ms) Wirkd_Node_10

N3 -
pat ] - -+
=2 N=J =

LEA_S\\.rltch_S L2 Switch_& L2_Switch_4
Figure 4-57: Network set up for studying the Distance vs Throughput n261 band
4.10.1 DL: UL Ratio 4:1
4.10.1.1 LOS and NLOS
The following settings were done to generate this sample:

Step 1: A network scenario is designed in NetSim GUI comprising of 1 gNB, 5G-Core, and 1
UE and 1 Router and 1 Wired Node in the “5G NR” Network Library.

Step 2: Grid Length was set to 5100 m x 5100 m.

Step 3: The device positions are set as per the table given below.

Device UE 8 (gNB_ 7
X- axis 500 500

EE o o

Table 4-52: Device general properties

Step 4: The following properties were set in Interface (5G_RAN) of gNB

Tx_Power 40

gNB Height 10m

CA Type Single Band
CA Configuration n261

DL-UL Ratio 4:1
Numerology 3

Channel Bandwidth 100 MHz

MCS Table QAM64LOWSE
CQI Table TABLE3
Outdoor Scenario Urban Macro
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3GPPTR38.901-7.4.1

User Defined

1

None
NO_FADING_MIMO_UNIT_GAIN

Table 4-53: gNB >Interface (5G_RAN) >Physical layer properties

Step 5: Set Tx_Antenna_Count and Rx_Antenna_Count as 2 and 2 in gNB properties >

Interface(5G_RAN) > Physical Layer.

Step 6: Set Tx_Antenna_Count and Rx_Antenna_Count as 2 and 2 in UE properties >

Interface(5G_RAN) > Physical Layer.

Step 7: In the General Properties of UE 8, set Mobility Model as File Based Mobility

Step 8: Two CBR Application were generated from between the Wired_Node_10 and UE_8

with the following values.

Parameter Value

Source
Destination
Start Time (s)

Packet Size (Bytes)

IAT (us)

Generation Rate (Mbps)
Transport Protocol

Source
Destination
Start Time (s)

Packet Size (Bytes)

IAT (us)

Generation Rate (Mbps)
Transport Protocol

APP1 CBR DL
Wired_Node_10
UE_8

1

1460

11.68

1000

UDP
APP2_CBR_UL

UE_8
Wired_Node_10
1

1460

97.33

120

UDP

Table 4-54: Application Properties

File Based Mobility: In File Based Mobility, users can write their own custom mobility models

and define the movement of the mobile users. Create a mobility.csv file for UE’s involved in

mobility with each step equal to 4 sec with distance 100 m. The NetSim Mobility File

(mobility.csv) format is as follows:

#Time(s) Device ID X Y z

1 8 500 50
1.01 8 500 70
v13.3
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2.72 8 500 3490 O
2.73 8 500 3510 O

Step 9: Plots is enabled in NetSim GUI.
Step 10: Run simulation for 2.75s.

Step 11: Similarly, in LOS, set the LOS Probability to 0 in gNB properties and simulate the
scenario for 1.3s.

Results:

Downlink Line-of-Sight (LOS) and Non-Line-of-Sight (NLOS) Plots

App1_CBR_DL_Throughput

< Distance: 550 m
Throughput:475.17 Mbps
400
= 3004 « Distance: 1050 m
= 1 Throughput: 285.40 Mbps
§ o] |
//,-—4\— ; Distance: 1890m
100 NS S (SO N U S N N " Y U N N SO N N (SO N N SO N N S A A Throughput: 117.96 Mbps
J i i } - Dist - 3070 m
o Lt i I N N N S NS T O N S A N A i Throughput: 20.79 Mbps
T T T T T T T T T T
1 12 1.4 16 18 2 22 24 26 28
Figure 4-58: Downlink Application Throughput Plot in LOS mode
App1_CBR_DL_Throughput
- Distance: 150 m
Throughput: 373.52 Mbps
300
S w04 < Distance: 190 m
& 4 Throughput: 201.83 Mbps
L oot ol Distance: 230 m
| | | Throughput: 95.81Mbps
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Figure 4-59: Downlink Application Throughput Plot in NLOS mode

Uplink Line-of-Sight (LOS) and Non-Line-of-Sight (NLOS) Plots

Ver 13.3 Page 210 of 230



© TETCOS LLP. All rights reserved

App2_CBR_UL_Throughput

A

an 1

A

PO | T U S R S S NS O S S S SN S U S N SN U SO SO A S S S i

Time [sec
Figure 4-60: Uplink Application Throughput Plot in LOS mode
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Figure 4-61: Uplink Application Throughput Plot in NLOS mode

Distance: 150 m
Throughput:133.52 Mbps

Distance: 210 m
Throughput:30.12 Mbps

Distance: 330 m
Throughput:39.14 Mbps

Distance: 850 m
Throughput: 5.54 Mbps

Distance: 130 m
Throughput: 17540 kbps

Distance: 150 m
Throughput: 15184 kbps

UE out of coverage

Discussion: The downlink throughput of 479.17 Mbps is maintained till ~550m in LOS
whereas, it is maintained till 150m in NLOS. Similarly, the uplink throughput of 133.52 Mbps is
maintained till 150m in LOS whereas, it is maintained till 130m in NLOS. The Uplink throughput

falls to the lowest level at ~750m in LOS and at ~150m in NLOS.
4.10.2DL: UL Ratio 3:2
4.10.2.1 LOS and NLOS

Step 1: All the properties were set as in DL: UL-Ratio 4:1.

Step 2: In the gNB properties-> Interface 5G_RAN, the DL:UL ratio was set to 3:2.
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Step 3: The following settings were done in application properties:

Parameter Value

APP1_CBR_DL
Source Wired_Node_10
Destination UE_8
Start Time (s) 1
Packet Size (Bytes) 1460
IAT (us) 11.68
Generation Rate (Mbps) 1000
Transport Protocol UDP

APP2 CBR_UL
Source UE 8
Destination Wired_Node 10
Start Time (s) 1
Packet Size (Bytes) 1460
IAT (us) 38.93
Generation Rate (Mbps) 300
Transport Protocol UDP

Table 4-55: Application Properties

Step 3: Run simulation for 2.75s.

Step 4: Similarly, in LOS, set the LOS Probability to 0 in gNB properties and run simulation for
1.3s.

Results:

Downlink Line-of-Sight (LOS) and Non-Line-of-Sight (NLOS) Plots

App1_CBR_DL_Throughput

A

Distance: 550 m
Throughput: 359.74 Mbps

A

Distance: 830 m
Throughput: 269.10 Mbps

Throughput (Mbps

1 -1 Dist - 1710 m
100 - _____,_..,-—-—'—"' i '_‘_‘—'—-—-—-..________‘_' L Throughput: 144.23 Mbps

< : : Distance: 2690 m
1 | Throughput: 27 .56 Mbps

1 1.2 14 1.6 18 2 22 24 26

Time (sec)

Figure 4-62: Downlink Application Throughput Plot in LOS mode

Ver 13.3 Page 212 of 230



ME

© TETCOS LLP. All rights reserved
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Figure 4-63: Downlink Application Throughput Plot in NLOS mode

Uplink Line-of-Sight (LOS) and Non-Line-of-Sight (NLOS) Plots

App2_CBR_UL_Throughput
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Figure 4-64: Uplink Application Throughput Plot in LOS mode
v13.3 Page 213 of 230

Throughput: 99.51 Mbps

UE out of coverage



© TETCOS LLP. All rights reserved
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Figure 4-65: Uplink Application Throughput Plot in NLOS mode
Inference: The downlink throughput of 359.74 Mbps is maintained till ~550m in LOS whereas,
it is maintained till 130m in NLOS. Similarly, the uplink throughput of 238.50 Mbps is
maintained till 130m in LOS whereas, it is 35.97 Mbps maintained till 130m in NLOS. The
Uplink throughput falls to the lowest level at ~750m in LOS and at ~150m in NLOS.

4.11 gNB cell radius for different data rates

Open NetSim, Select Examples->5G NR ->gNB cell radius for different data rates then

click on the tile in the middle panel to load the example as shown in below screenshot

[E] NetSim Home - X
NetSim Standard
Network Simulation/Emulation Platform
Version 13.2.34 (64 Bit)

New Simulation CtrlsN  Example Simulations 3.5GHz n78 urban gNB cell radius for different data rates Results
Cognitive Radio Networks
LTE and LTE-A i-

| Examples VANETs & gNB and UE 100m gNE and UE 130m

Your Work Ctrl+O Observe DL throughputs for different gNB-UE distances

Satellite Communication &

Experiments

5GNR Distance between gNB and UE: 100m | | Distance betwesn gNB and UE: 130m
I Distance vs Pathloss gMNE Height: 10m gNB Height: 10m %  —
I Distance vs Throughput T power 40 Tr power: 40
I Scheduling
| Max Throughput vs Banduidth and Numerology
! Qutdaar v Indaor gNE and UE 150m gNE and UE 170m
I 4Gvs 56
I 5G Peak Throughput 3 Cell Ragius (m) Data Rate (Mbps). Downiink
" . Distance between gNB and UE: 150m | | Distance between gNE and UE: 170m %1500 Mbps Downink
gNE cell radius for different data rates ghE Height: 10m GNE Height: 10m 100 157481
3.5GHz 78 urban gNB cell radius for different date] | Ty powen 40 Tx powen 40 130 133572
150 1205.37
26 GHz 1258 urban gNB cell radius for different da 1000 Mbps Downiink
License Settings 0 ST
Brstance vs Throughput 28T Band :
160 955 42
Exit AlteFd 5G Log File and Packet Trace 200 2507
Max Throughput vs MCS and CQI GNB and UE 190m GNB and UE 200m - 5920
Impact of numerology on a RAN with phones sensors . am a2
350 303 68
UE Movement vs Throughput Distance between gNB and UE: 190m | | Distance between gNB and UE: 200m

Ready to simulate scenarios to understand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then click on a tile in the middle pane! to load
the simulation. Click on the book icon on the left (Example Simulations) panel to view documentation (pdf)

Support Learn Documentation Contact Us

. Email - sales@tetcos.com
Phone - +91 767 605 4321
Website : tetcos.com

Figure 4-66: List of scenarios for the example of gNB cell radius for different data rates
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4.11.1 3.5 GHz n78 urban gNB cell radius for different data rates

The following network diagram illustrates, what the NetSim Ul displays on clicking.

oy I E ) (+
‘AJ 3 7 1= Ry ==
L2 Switch_5 L2_Switch_6 L2_Switch_4

Wired_Node_10

UES

Figure 4-67: Network set up for studying the gNB cell radius for different data rates
Setting done in example config file:

1. Set the following property as shown in below Table 4-56.

gNB Properties -> Interface (5G_RAN)

gNB Height 10m

Tx Power 40

CA Type Single Band

CA Configuration n78

DL: UL 4:1

Numerology 2

Channel Bandwidth 50 MHz

MCS Table QAM256

CQI Table TABLE2

Outdoor Scenario Urban Macro

Pathloss Model 3GPPTR38.901-7.4.1
LOS_NLOS Selection 3GPPTR38.901-Table7.4.2-1
Shadow Fading Model None

Fading _and_Beamforming NO_FADING_MIMO_UNIT_GAIN

Table 4-56: gNB >Interface (5G_RAN) >Physical layer properties
2. Setthe Tx_Antenna Count as 8 and Rx_Antenna Count as 1 in gNB> Interface 5G_RAN >
Physical Layer.
3. Setthe Tx_Antenna Count as 1 and Rx_Antenna Count as 8 in UE> Interface 5G_RAN >
Physical Layer.
4. Set Uplink speed and Downlink speed as 100000 Mbps and BER as 0.

Set the following application properties:

Source Id 10
Destination Id 8
Packet Size 1460
IAT 1.94 ps
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Start time 1s
Transport Protocol UDP
Generation Rate 6 Ghps

Table 4-57: Application properties
6. Plots are enabled in NetSim GUI.
7. Run simulation for 1.1 sec. After simulation completes go to metrics window and note

down throughput value from application metrics.

Go back to the Scenario and change distance between gNB and UE to 100m, 130m, 150m,
170m, 190m, 200m, 300m, 330m, and 350m and run simulation for 1.1 sec.

Result:

Cell Radius (m) Data Rate (Mbps). Downlink

~1500 Mbps Downlink

100 1574.81
130 1335.72
150 1205.37
~1000 Mbps Downlink

170 1096.75
190 955.42
200 825.07
~500 Mbps Downlink

300 499.20
330 412.30
350 303.68

Table 4-58: Results Comparison

4.11.2 26 GHz n258 urban gNB cell radius for different data rates

Setting done in example config file:

1. Set the following property as shown in below given table:

gNB Properties -> Interface (5G_RAN)

gNB Height 10m

Tx Power 40

MCS Table QAM256

CQI Table TABLE2

CA Type Single Band

CA Configuration N258

DL: UL 4:1

Numerology 2

Channel Bandwidth 200 MHz

Outdoor Scenario Urban Macro

Pathloss Model 3GPPTR38.901-7.4.1
LOS_NLOS Selection 3GPPTR38.901-Table7.4.2-1
Shadow Fading Model None

Fading _and_Beamforming NO_FADING_MIMO_UNIT_GAIN

Table 4-59: gNB >Interface (5G_RAN) >Physical layer properties
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2. Setthe Tx_Antenna Count as 8 and Rx_Antenna Count as 1 in gNB> Interface 5G_RAN >
Physical Layer.

3. Setthe Tx_Antenna Count as 1 and Rx_Antenna Count as 8 in UE> Interface 5G_RAN >
Physical Layer.

4. Set Uplink speed and Downlink speed as 100000 Mbps and BER as 0.

Set the following application properties:

App_1_CBR

Source Id 10
Destination Id 8
Packet Size 1460
IAT 1.94 ps
Start time 1s
Transport Protocol UDP
Generation Rate 6 Gbps

Table 4-60: Application properties
6. Plots are enabled in NetSim GUI.
7. Run simulation for 1.1 sec. After simulation completes go to metrics window and note

down throughput value from application metrics.

Go back to the Scenario and change distance between gNB and UE to 20m, 110m, and 150m

and run simulation for 1.1 sec.

Result:
Cell Radius (m) Data Rate (Mbps). Downlink |

~6000 Mbps Downlink

20 5986.81

~1000 Mbps Downlink

110 724.86

~ 500 Mbps Downlink

150 298.07

Table 4-61: Results Comparison

4.12 Impact of numerology on a RAN with phones, sensors,

and cameras

Open NetSim, Select Examples ->5G NR -> Impact of numerology on a RAN with phones
sensors and cameras then click on the tile in the middle panel to load the example as shown

in below Figure 4-68.
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] NetSim Home

NetSim Standard

Network Simulation/Emulation Platform

Version 13.2.34 (64 Bit)

New Simulation
Your Work
| Examples

Experiments

License Settings

Exit

Support

CtrlsN

Ctrl+O

Alt+F4

Example Simulations

Software Defined Networks

I0T-WSN

Cognitive Radio Networks
LTE and LTE-A

VANETs i

Satellite Communication i
56 NR -

Distance vs Pathloss
Distance vs Throughput
Scheduling

Impact of numerclogy on a RAN with phones sensors and cameras

Understand the impact of numerology on a RAN with phones, sensors, and cameras.

Numerology 0

Numerology: 0

gNB phy layer properties
Tx antenna count: 2

Rx antenna count: 4

UE phy layer properties
Te antenna count: 4

R antenna count: 2

Numerology 1

Numerology: 1

gNB phy layer properties
T antenna count: 2

Rx antenna count: 4

UE phy layer properties
T antenna count: 4

Rx antenna count: 2

Numerology: 2

gNE phy layer properties
T antenna count: 2

Rx antenna count: 4

UE phy layer properties
Tx antenna count 4

Rx antenna count: 2

Max Throughput vs Banduwidth

Outdoor vs Indoor
4G vs 56
5G Peak Throughput

gNB cell radius for different data rates.

Distance vs Throughput n261 band

5G Log File and Packet Trace

Ma hroughp ys and CO
Impactol numerology on a RAN with phones sensors
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Results

Camern Sensar Smanphone

Uplink Uplink Uplink. Downlink
Throughput  Delay  Throughput  Delay  Throughput  Throughpat
Mope) (ws) Mops) (va) (Mogps) (Mbpe}.
459 1841.54 16 278868 8652 10168
s

Ready to simulate scenarios to understand the working of the different technology ibraries in NetSim. Expand and click on the file name to display simulation examples. Then click on a tile in the middle panel to load
the simulation. Click on the book icon on the left (Example Simulations) panel to view documentation (pdf).

Learn

Documentation

Contact Us.

Email - sales@tetcos.com
Phone - +91 767 605 4321
Website : cos.com

Figure 4-68: List of scenarios for the example of Impact of numerology on a RAN with phones sensors

and cameras

Network Scenario3: To model a real-world scenario, we base our simulation on the setup

shown in Figure 4-69. The link between the gNB and the L2_Switches that represents the Core
Network (CN) is made with a point-to-point 10 Gb/s link, without propagation delay. The Radio
Area Network (RAN) is served by 1 gNB, in which different UEs share the connectivity. We

have 25 smartphones, 6 sensors, 3 IP cameras. The bandwidth is 100MHz and Round Robin

MAC Scheduler. The position of the devices in the reference scenario depicted in Figure 4-69

is quasi-random.

3 This example is adapted from [3]
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Figure 4-69: Network set up for studying the with 25 smartphones, 6 sensors and 3 cameras

communicating with respective cloud servers

In terms of application data traffic, the camera (video) and sensor nodes have one UDP flow
each, that goes in the UL towards a remote node on the Internet. These flows are fixed-rate
flows: we have a continuous transmission of 5 Mb/s for the video nodes, to simulate a 720p24
HD video, and the sensors transmit a payload of 500 bytes each 2.5 ms, that gives a rate of
1.6 Mb/s. For the smartphones, we use TCP as the transmission protocol. These connect to
data base servers. Each phone has to download a 25 MB file and to upload one file of 1.5 MB.
These flows start at different times: the upload starts at a random time between the 25" and
the 75™ simulation seconds, while each download starts at a random time between the 1.5™

and the 95" simulation seconds.

Flows (No of TrafficRate Segment /File Size RAN Dir TCP ACK
devices) (Mbps) (3) . Dir.

Camera (UDP) 3 5 500 UL -
Sensor (UDP) 6 1.6 500 UL -
Smartphone
Upload (TCP) 25 - 1,500,000 UL DL
Smartphone
Download 25 - 25,000,000 DL UL
(TCP)

Table 4-62: Various parameters of the Traffic flow models for all the devices

The numerology u can take values from 0 to 3 and specifies an SCS of 15 x 2#* kHz and a
1 .
slot length of >z Ms. FR1 support 4 = 0,1 and 2, while FR2 supports u = 2, 3. We study the

impact of different numerologies, and how they affect the end-to-end performance. The metrics
measured and analysed are a) Throughput of TCP uploads & downloads, and b) Latency of
the UDP uploads
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1. For the above scenario set the following
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given properties:

gNB Properties -> Interface (5G_RAN)

Pathloss Model
Frequency Range
CA Type
CA_Configuration

Numerology
Channel Bandwidth
DL_UL Ratio

Numerology
Channel Bandwidth
DL_UL Ratio

MCS Table

CQI Table

None

FR1

Inter Band CA

CA_2DL_2UL_n40_n41
CAl

0,1,and 2

50 MHz

14
CA2

0,1,and 2

50 MHz

14

QAM64

TABLE1

Table 4-63: gNB >Interface (5G_RAN) >Physical layer properties

Link Properties (All wired links)

Uplink/ Downlink Speed (Mbps) 10000
Uplink/ Downlink BER 0
Uplink/ Downlink Propagation Delay (us) 5

Table 4-64: Wired Link Properties

2. The following Application properties set to the above scenario:

Sensor UL UDP

Generation Rate (Mbps)

Transport Protocol UDP
Application Type Custom
Packet Size (Bytes) 500
Inter Arrival Time (us) 2500

Table 4-65: Sensor Application Properties for UL UDP

Camera UL UDP

Generation Rate (Mbps) 5
Transport Protocol UDP
Application Type Custom
Packet Size (Bytes) 500
Inter Arrival Time (us) 800

Table 4-66: Camera Application Properties for UL UDP

Phone DL TCP

Transport Protocol | TCP

1.5 + 4(t), Where,
i=0,1,2, ,48

95

25,000,000

200  (Simulation
ends at 100s and

Start Time (s)

Stop Time (s)
File Size (Bytes)
Inter Arrival Time

(s)
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hence only one file
is sent)
Application Type FTP

Table 4-67: Phone Application Properties for DL TCP

Phone UL TCP

Application Type FTP
Transport Protocol | TCP

25+ 2(—1)

Start Time (S) Where, =
1,2,.... ,25

Stop Time (s) 95

File Size (Bytes) 1,500,000
Inter Arrival Time 200 (Simulation ends
at 100s and hence
(s) el
only one file is sent)

Table 4-68: Phone Application Properties for UL TCP

3. The Tx_Antenna_Count was set to 2 and Rx_Antenna_Count was set to 4 in gNB >
Interface 5G_RAN >Physical Layer.

4. The Tx_Antenna_Count was set to 4 and Rx_Antenna_Count was set to 2 in UE >
Interface 5G_RAN >Physical Layer.

5. Run simulation for 100 sec. After simulation completes go to metrics window and note

down throughput and delay value from application metrics.

Result and Analysis:

‘ Numerology(u) =0 ‘

Camera Sensor Smartphone
Uplink Uplink Downlink Uplink
Throughput Delay Throughput Delay Throughput = Throughput
(Mbps) (ms) (Mbps) (ms) (Mbps) (Mbps)
4.99 1845.51 1.6 2274.02 89.81 0.00
4.99 1848.21 1.6 2272.62 89.81 0.00
4.99 1850.91 1.6 2279.64 89.81 0.00
1.6 2278.24 890.81 0.00
1.6 2276.83 89.81 0.00
1.6 2275.43 890.81 0.00
89.81 0.00
89.81 0.00
89.81 0.00
89.81 80.50
89.81 85.70
90.01 75.44
3.64 86.28
0.23 86.26
0.36 86.28
0.18 86.28
0.26 86.28
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0.38 86.28
1.35 86.28
1.52 86.28
0.68 86.28
2.61 86.28
2.26 86.28
2.64 86.28
2.89 86.28

Table 4-69: Throughput and delay for Camera, Sensors and Smartphones, when u =0

‘ Numerology(p) =1 ‘

Camera Sensor Smartphone
Uplink Uplink Downlink Uplink
Throughput Delay | Throughput Delay Throughput = Throughput
(Mbps) (us) (Mbps) (us) (Mbps) (Mbps)
4.99 35801.95 1.60 1523.71 154.02 0.00
4.99 35720.37 1.60 1522.31 154.02 0.00
4.99 35948.6 1.60 1529.33 154.02 0.00
1.60 1527.92 154.02 0.00
1.60 1526.52 154.02 0.00
1.60 1525.12 154.02 0.00
154.02 0.00
154.02 0.00
154.02 0.00
154.02 0.00
154.02 172.52
154.02 172.52
153.73 171.38
0.52 171.38
0.55 171.38
0.66 171.38
0.63 171.38
0.69 171.38
4.56 171.38
7.14 171.38
6.61 171.38
1.11 171.38
5.58 171.38
5.69 171.38
2.09 171.38

Table 4-70: Throughput and delay for Camera, Sensors and Smartphones, when u =1

Numerology(p) = 2

Camera Sensor Smartphone
Uplink Uplink Downlink Uplink
Throughput Delay Throughput Delay Throughput = Throughput
(Mbps) (s) (Mbps) (us) (Mbps) (Mbps)
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5.00 78284.11 1.6 773.58 149.34 0.00
5.00 79995.75 1.6 772.17 149.34 0.00
5.00 52688.4 1.6 779.19 149.34 0.00
16 777.79 149.34 0.00
1.6 776.38 149.34 0.00
1.6 774.98 149.34 0.00
149.34 0.00
149.34 0.00
149.34 0.00
149.34 0.00
149.34 344.74
149.34 344.74
149.34 342.62
4.62 342.62
4.64 342.62
5.50 342.62
6.60 342.62
8.56 342.62
10.33 342.62
11.48 342.62
11.46 342.62
11.41 342.62
11.44 342.62
11.44 342.62
11.41 342.62

Table 4-71: Throughput and delay for Camera, Sensors and Smartphones, when u = 2

Avg. Throughput (Mbps)

0 1 2

Numerology (L)
# Camera # Sensor

Figure 4-70: The average uplink throughput for camera and sensors remains the same as numerology

is increased. This is because the flow is UDP.
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400
350
300
250
200
150
100

50

Avg. Throughput (Mbps)

0 1 2
Numerology (u)

# Smartphone Uplink Smartphone Downlink
Figure 4-71: Smartphone Uplink, and Smartphone Downlink average throughput vs. Numerology (1)

2.5

Avg. Delayl_gms)
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o

0 1 2
Numerology (1)
#Camera i Sensor

Figure 4-72: Camera Uplink, and Sensor Uplink Latency vs. Numerology. The latency drops as the
numerology increases
For UDP applications the u does not impact the throughput. This is because throughput of
UDP over 5G only depends on the "capacity" of the OFDM time-frequency grid. Changing the
numerology does not change the OFDM capacity, given the inverse relationship between
subcarrier spacing and numerology. However, higher u leads to an obviously lower delay. The

variation of delay vs. u is as follows:

Avg Delay (Camera) Avg Delay (Sensor)

p=0 1.838 ms 2.286 ms
p=1 0.930 ms 1.536 ms
n=2 0.476 ms 0.780 ms

Table 4-72: Variation of delay vs. numerology for Camera and Sensors
The TCP throughput is inversely proportional to round trip time. Therefore, for applications
running over TCP the throughput increases with higher numerology. This is because higher

Numerology leads to reduced round-trip (end-to-end) times.
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4.13 Impact of UE movement on Throughput

Open NetSim, Select Examples ->5G NR -> UE Movement vs Throughput then click on the
tile in the middle panel to load the example as shown in below Figure 4-73.

] Netsim Home

NetSim Standard
Network Simulation/Emulation Platform
Version 13.2.34 (64 Bit)

New Simulation Ctrl+N  Example Simulations UE Movement vs Throughput

Results
Vour Work 0 Software Defined Networks 1 the variation in throughput as a UE moves away from the assaciated gNE.
IOT-WSN
|Examp‘es Cognitive Radio Networks (i ket
LTE and LTE-A S
Experiments
VANETs & gNB properties
Satellits Communication Ta antenna count: 2
SR Re antenna counts 1
UE properties
Distance vs Pathloss Tt antenna count: 1
Distance vs Throughput Ry antenna count: 2
Scheduling Mobility medel: File based mability
Max Throughput vs Bandwidth and Numerology
Qutdoor vs Indaor As the UE moves away from the gNB, the Application throughput
4G vs 56 starts reducing. The maximum throughput of 10 Mbps ks obtained
5G Peak Throughput until 40 seconds. At 40s the UE is 1000m away from the gNB.
_ ) oNB cell radius for different data rates Then the throughput drops (o 8.5 Mbps at 40 seconds and at time
License Settings Distance vs Throughput n261 band 48 seconds (when UE is 1200m away from gNB), the throughput
fit o 56 Log File and Packet Trace drops o 6.3 Mbps and at lime 52 seconds (when UE is 1300m
hy
Mex Throughput ve MCS and CQI away from gNB). the throughput drops to 4 Mbps and
subsequentiy keeps dropping as till the end of the simulation as
Impact of numerology on a RAN with phones sensors
the UE continues to move further away from the gNB.
| UE Movement vs Throughput|
Ready to simulate scenarios to understand the working of the different technology ibraries in NetSim, Expand and click on the file name to display simulation examples. Then diick an a tile in the middie panel to load
the simulation. Click on the book icon on the left (Example Simulations) panel to view documentation (pdf).
Suppert Leam

Decumentation

Contact Us.

Email - sales@tetcos.com
Phone - +91 767 321
Website : com

Figure 4-73: List of scenarios for the example of UE Movement vs Throughput

NetSim Ul displays the configuration file corresponding to this experiment as shown below in
Figure 4-74.

UE moves from tm till

2500m

Figure 4-74: Network set up for studying Throughput vs. UE Movement

The following set of procedures were done to generate this sample:

Step 1: A network scenario is designed in NetSim GUI comprising of 1 gNB, 5G-Core, and 1
UE and 1 Wired Node in the “5G NR” Network Library.
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Step 2: Grid Length was set to 5100 m x 5100 m.

Step 3: The device positions are set as per the table given below Table 4-73.

Device UE 8 gNB 7 Wired Node 10
500 500 3500
1

0 1020

Table 4-73: Device general properties

Step 4: The following properties were set in Interface (5G_RAN) of gNB

Tx_Power 40

gNB Height 10m

CA Type Single Band
CA Configuration n78

DL-UL Ratio 4:1
Numerology 0

Channel Bandwidth 10 MHz

MCS Table QAM64LOWSE
CQI Table TABLE3

Urban Macro
3GPPTR38.901-7.4.1
User Defined

Propagation Model
Pathloss Model
LOS NLOS Selection

LOS Probability
Shadow Fading Model
Fading and Beamforming

0
None
NO_FADING_MIMO_UNIT_GAIN

Table 4-74: gNB >Interface (5G_RAN) >Physical layer properties
Step 5: Set Tx_Antenna_Count and Rx_Antenna Count as 2 and 1 in gNB properties >
Interface(5G_RAN) > Physical Layer.

Step 6: Set Tx_Antenna_Count and Rx_Antenna_Count as 1 and 2 in UE properties >
Interface(5G_RAN) > Physical Layer.

Step 7: In the General Properties of UE 8, set Mobility Model as File Based Mobility

Step 8: A CBR Application was generated from Wired Node 10 i.e. Source to UE 8 i.e.
Destination with Packet Size remaining 1460Bytes and Inter Arrival Time remaining 1168ps.

Step 9: The Transport Protocol was set to UDP.

Step 10: Additionally, the “Start Time(s)” parameter is set to 1s, while configuring the

application.

File Based Mobility: In File Based Mobility, users can write their own custom mobility models
and define the movement of the mobile users. Create a mobility.csv file for UE’s involved in

mobility with each step equal to 4 sec with distance 100 m.

The NetSim Mobility File (mobility.csv) format is as follows:
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AutoSave (@ off)
( )

File Home  New Tab

K15 ~ i

4 A B

1 #Time(s) DeviceID X
2 0 8
& 4 8
4 8 8
5 12 8
6 16 8
7 20 8
8 24 8
£l 28 8
10 32 8
1 36 8
12 40 8
13 44 8
14 48 8
15 52 8
16 56 8
17 60 8
18 64 8
19 68 8
20 72 8
21 76 8
22 80 8
23 34 8
24 88 8
25 92 8
26 96 8
27 100 8

mobility

Figure 4-75:

Step 11: Plots is enabled in NetSim GUI.

Step 12: Run simulation for 100s.

Results:

[ NetSim - Plots

N
\9:
Show me
] Instantaneous
1 Cumulative Moving Avg.
] Time Avg.

Plot Settings

Chart Title App1_CBR_Throughput
Grid Line

Minimum 0

Maximum 100

Avg. Win.

Grid Line

Range Auto Range

Discussion

As the UE moves away from the gNB, the Application throughput starts reducing. The
maximum throughput of 10 Mbps is obtained until 40 sec. At 40s the UE is 1000m away from
the gNB. Then the throughput drops to 9.3 Mbps at 40 sec and at time 48 sec (when UE is
1200m away from gNB), the throughput drops to 6 Mbps and at time 52 sec (when UE is

v13.3

Throughput (Mbps)
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mobility.csv v

Insert  Page Layout  Formulas
fx
T D E F
Y Z
500 1 0
500 101 0
500 201 0
500 301 0
500 401 0
500 501 0
500 601 0
500 701 0
500 801 0
500 901 0
500 1001 0
500 1101 0
500 1201 0
500 1301 0
500 1401 0
500 1501 0
500 1601 0
500 1701 0
500 1801 0
500 1901 0
500 2001 0
500 2101 0
500 2201 0
500 2301 0
500 2401 0
500 2501 0
(&)

mobility.csv file

App1_CBR_Throughput

i il
o fx
T
] /
[
0 10 20 30 40 50 60 70 80 90 100
Time (sec)

Figure 4-76: Plot of Throughput (Mbps
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1300m away from gNB), the throughput drops to 3.26 Mbps and subsequently keeps dropping
as till the end of the simulation as the UE continues to move further away from the gNB.
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5 Omitted Features

» The omitted features in the PHY layer are mentioned in 3.9.1.
= Wireshark packet capture for 5G MAC
» Broadcast and multicast transmissions

= Implementation of ROHC (rfc 5795) for header compression and decompression of IP
data flow

= Application
o Different resource type and priority levels for applications
* RRC

o Moadification and release of RRC connection

PDCP

o ciphering and deciphering
o integrity protection

o for split bearers, routing
= MAC

o Random access procedure
o PCH

o BCH

o DRx

o S-cells

o BWRP operation

o SUL operation

o Beam failure detection
o MAC CE

o RNTI

o MAC header

= Miscellaneous
o In-sequence delivery of upper layer PDUs at re-establishment of lower layers

o Duplicate elimination of lower layer SDUs at re-establishment of lower layers for radio

bearers mapped on RLC AM.

o Timer based discard and Duplicate discarding.
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6 5G NR Experiments in NetSim

Apart from examples, in-built experiments are also available in NetSim. Examples help the

user understand the working of features in NetSim. Experiments are designed to help the user

(usually students) learn networking concepts through simulation. The experiments contain

objective, theory, set-up, results, and inference. The following experiments are available in the

Experiments manual (pdf file).

1. Simulate and study 5G Handover procedure.
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