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1 Introduction

Internet of Things (loT) is an ecosystem of devices that connect to and communicate via the

internet. A typical IOT deployment consists of

= Embedded devices / sensors.
= Communication over an IP network (between the devices and to/from cloud servers).

= Cloud services, Big Data, Analytics / Machine learning on the cloud.

NetSim can simulate the IoT network communication. The sensors used in NetSim are abstract,
which means that they could be any kind of sensor or embedded device. Any data transmitted
by these devices have to be in the form of ‘IP Packets’. NetSim simulates the transmission of
these IP packets. It does not focus on “the application payload” being sent and is not concerned

with data storage & analytics of this payload.

NetSim’s Internet of Things (loT) and Wireless Sensor Network (WSN) libraries stack comprises

of

= Application Layer: Sensor App as well as applications such as Voice, Video, CBR etc.
= Transport Layer: UDP

= Network layer: AODV and RPL

= MAC and PHY layers: 802.15.4 Zigbee

NetSim models loT as a WSN that connects to an Internetwork through a 6LowPAN Gateway.
The 6LowPAN Gateway uses two interfaces: a Zigbee (802.15.4) interface and a WAN Interface.
The WSN sends data to a 6LowPAN Gateway. The Zigbee interface allows wireless connectivity

to the WSN while the WAN interface connects to the external Internetwork.

IEEE 802.15.4 uses either Beacon Enabled or Disabled Mode for packet transmission. In
Beacon Enabled Mode, nodes use slotted CSMA/CA algorithm for transmitting packets else they
use Unslotted CSMA/CA.

Ver 13.1 Page 5 of 71



[ ntermes_ct_Things. Workspace Name: NetSim_12

Fle  Seming  Help
0 ® =
Mode  L2Swicn  Rowter  Access Point
¥ Grid Settings and Sensor Placement E3
Total Grid Sefti..

s

G0 Lomgeh sheis bs Berusen 30 10 1,999008

Side Length (m) | se

508 4G STOUIE B8 3 UGS o1 SO Bt 455 han o
el 1o G Langth, This & & sus-gid i which the devees
waud be pisced wavmascaly

Device Placement Strategy
@ Automatic Placement
@ Uniform Placement

Q Random Placement

121 64 std defeult

S Application
3 adboctink o M v (Traffic Generator)
/" WirediWireless g)’ G Pocket Trace @ of y
Links Applicstion Ty, Event Troce Run B, Display Settings
" — = Traces
N Workapace TR
File  Settngs  Help
i admoe Link B Plors
/7 Wired/Wineless 5; i Packet Trace
ks Poplcaion, | ¥ G Tace
) AN E—— 0 ® x e ) w e Devices
mm,‘saq.\ Wisieshigr 4

3
~. k.

AppI_SENSOR_APE.

%% Server

O File Based Placement ES  Node,20
Numberof Devices | 16 + . Internet/Cloud
© Manuatly Via Click snd D b P
sy Via Clck snd Dy %)
by v . et
i 2 84 i s s
Gateway
| s e | |
< s eoicie | e sues | s s
L Sensors
- —e .
Auto Sensor
Placement Utilty
Figure 1-1: A typical 10T scenario in NetSim
W’ a Latencies
(R Sovuseeon b LIS
r—
Network (- pempEp
Performance g o
. P
e A2 con
A soscm
|
sestton s
Plots —# - Packet
remmp—— Loss
vt iy | ) Ko S ’ . 2 Plot Window
P Resues () ?M' = » . s o ;I'in:r:eries throughput
3 1 £ w ] nsi aneous
Packet Trace —":::“':" v T Source Data /—— Moving Average with averaging window
Event Trace — & 4o 2 e — T-meaverager —
j /f’ e ky -
Log Files — = /9
Rastre To Orgnal vew Reset Plot —/

Result Window

Color Picker —/

Figure 1-2: The Result dashboard and Plot window shown in NetSim after completion of simulation

Ver 13.1

Page 6 of 71



2 Simulation GUI

In the Main menu select New Simulation> Wireless Sensor Networks as shown Figure 2-1.
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Figure 2-1: NetSim Home Screen
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Fast Config window allows users to define device placement strategies and conveniently model
large network scenarios especially in network such as MANET, WSN and loT. The parameters

associated with the Fast Config Window are explained below:

Grid length: It is the area of simulation environment. Users can change the length of the grid in
the range of 50-1000000m.

Side length: It specifies the area in the grid environment within which the devices will be placed.
User can change the side length of the grid in the range of 50 - 1000000m. Side length should

be multiple of 50. Side length should always be lesser than or equal to the Grid length.
Device Placement - Automatic Placement:

1. Uniform Placement: Devices will be placed uniformly with equal gap between the devices
in area as specified inside length. This requires users to specify the number of devices as
square number. For E.g., 1, 4, 9, 16 etc.

2. Random Placement: Devices will be placed randomly in the grid environment within the area
as specified inside length.

3. File Based Placement: In order to place devices in user defined locations file-based

placement option can be used. The file has the following general format:
<DEVICE_NAME>,<DEVICE_TYPE>,<X_COORDINATE>,<Y_COORDINATE>

Where, DEVICE_NAME is any name that will be assigned to the device. And DEVICE_TYPE is

the unique Device Identifier specific to each type of device in NetSim.

The following table provides a list of all possible devices in MANET, WSN, and I0OT Networks

that support the Fast Configuration along with their respective device types:

NETWORK DEVICE_TYPE

WIRELESSNODE
BRIDGE_WIREDNODE
BRIDGE_WIRELESSNODE
WIREDNODE

ROUTER

L2 SWITCH

Sensors
SinkNode

Manets

N2 ooaRoD 2

WSN

IOT_Sensors
LOWPAN_Gateway
WIREDNODE
WIRELESSNODE
IOT_ROUTER
ACCESSPOINT

L2 SWITCH

Table 2-1: Fast Configuration window support different networks

10T

Noghrowh =

Note: For more details about File Based Placement, refer Section 3.6
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1. Number of Devices: It is the total number of devices that is to be placed in the grid
environment. It should be a square number in case of Uniform placement.
2. Manually Via Click and Drop: Selecting this option will load an empty grid environment

where users can add devices manually by clicking and dropping the devices as required.

2.1.2 Wireless Sensor Networks

The devices that are involved in WSN are:

Wireless_Sensor: In general, sensors monitor and records the physical conditions of the
environment which is then sent to a central location (Sink node) where the data is collated and
analyzed for further action. Sensors in NetSim are abstract in terms of what they sense, and
NetSim focuses on the network communication aspects after sensing is performed.
WSN_Sink (in WSN): Sink node is the principal controller in WSN. All sensors send their data
to this sink node. In NetSim, users can drop only one sink node in a WSN.

Ad-hoc Link: Ad hoc link depicts a decentralized type of wireless network. The network is ad
hoc because it does not rely on any pre-existing infrastructure, such as routers in wired networks
or access points in managed wireless networks. In NetSim, Ad hoc link are used to connect the
Sensors and the Sink node. Ad hoc links are used here for a visual representation of connection
of all the devices in an Ad hoc basis.

Note: While designing a network, after dropping the sensor nodes and the sink node, click on
the Adhoc link present in the top ribbon/toolbar and drop it inside the grid like you did for sensors
and sink node. Once the Ad hoc link is present inside the grid, click on the same and now click
on the other devices (say sensors or sink) you wish to connect. Similarly repeat the same

procedure to connect all the devices to the Ad hoc link.
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Figure 2-3: Network layout of a WSN. The sensors communication with each other and to the sink via
an “Adhoc link”

2.1.3 Internet of Things

The devices that are involved in loT are:

loT_Sensor - In general, sensors monitor and records the physical conditions of the
environment which is then sent to a central location (Sink node) where the data is collated and
analysed for further action. Sensors in NetSim are abstract in terms of what they sense, and
NetSim focuses on the network communication aspects after sensing is performed.

LoWPAN Gateway (in loT) - LOWPAN is an acronym of Low power Wireless Personal Area
Networks. The LoOWPAN loT gateway functions as a border router in a LOWPAN network,
connecting a wireless IPv6 network to the Internet. The wired portion of the network in [0T runs
IPv4 whereas the wireless portion runs IPv6. The IPv6 routing protocols supported as AODV
and RPL.

Ad-hoc Link: Ad hoc link depicts a decentralized type of wireless network. The network is ad
hoc because it does not rely on any pre-existing infrastructure, such as routers in wired networks
or access points in managed wireless networks. In NetSim loT, Ad hoc link are used to connect
the loT_Sensors and the 6LowPAN_Gateway. Ad hoc links are used here for a visual
representation of connection of all the devices in an Ad hoc basis.

Users can also add routers and nodes as shown below. Routers can be connected to the

6LoWPAN-Gateway and nodes/switches can be connected to routers using wired/wireless links.
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Figure 2-4: Internet of Things
2.1.4 Differences between loT and WSN in NetSim

WSN loT

IOT has a gateway which can be used to
connect to internetworks (having

routers, switches, APs etc.).

WSN consists of a network of only
sensors.

IOT runs IPv6 in the sensor network
(802.15.4 MAC/PHY) and IPv4 on the
inter-network portion.

WSN runs IPv4 and features a sink.
(not a gateway).

Routing protocols in NetSim loT include,

Routing protocols in NetSim WSN
AODV and RPL.

include, DSR, AODV, OLSR, and ZRP.
Table 2-2: Differences between IoT and WSN in NetSim
Note: Refer MANET Technology library for working of AODV, DSR, OLSR and ZRP.

2.1.5 Device Attributes
GENERAL PROPERTIES

Right click on any sensor and select properties. The general properties of the sensor are:

= Device name is the name of sensor which is editable and will reflect in the GUI before
and after simulation.

= X/Lat and Y/Lon are the coordinates of a sensor.

= Z coordinate by default will be zero (this is reserved for future use).
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[ sensors O x
Sensors v GENERAL
Device Mame | Wireless_Sensor_2 |
GEMERAL Type SENSOR
APPLICATION_LAYER Device Type Semsors
X/ Lon | 62.01 |
TRANSPORT_LAYER
Y/ Lat | 10.25 |
METWORK_LAYER
z
INTERFACE_1 (ZIGBEE)
Interface Count 1
WireShark Capture | Disable d |
Mability_Model | RANDOM_WAY_POINT v |
Velocity(m/s) | 0 |
Calculation_lnterval(s) | 10 |
PauseTime(s) | 1 |
OK Reset

Figure 2-5: General Properties window for Sensor

Interface count is 1 since sensors share the wireless Multipoint-to-Multipoint medium.

Mobility Models: Mobility models can be used to model movement of sensors. The mobility
models provided in NetSim are:
= Random Walk mobility model: It is a simple mobility model based on random directions
and speeds.
= Random Waypoint Mobility Model: It includes pause time between changes in direction
and/or speed.
= Group mobility: It is a model which describes the behavior of sensors as they move
together i.e., the sensors having common group id will move together.
= Pedestrian Mobility Model: This model is applicable to each node (local parameter), and
the configuration parameters are:
o Pedestrian_Max_Speed (m/s) (Range: 0.0 to 10.0. Default: 3.0)
o Pedestrain_Min_Speed (m/s) (Range: 0.0 to 10.0. Default: 1.0)
o Pedestrian_stop_probability (Range: 0 to 1)
o Pedestrian_stop_duration (s). (Range: 1 to 10000)
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In this model it is assumed that the pedestrian stops at traffic lights. The stop_probability
represents the probability of encountering a traffic light. This is checked for every
Calcuation_interval. Once stopped, the pedestrian waits for a duration equal to
stop_duration for the light to turn green. A new direction is chosen randomly after every
stop with 6 (angle between new direction and current direction) taking values of 0, 90, 180,
270. These 6 values represent the pedestrian continuing in the same direction, taking a
left, taking a U turn and taking a right respectively.

A new speed is chosen randomly after evert stop. Min_speed < Speed < Max_Speed.

The maximum number of stops and starts is 10.

= File Based mobility: In File Based Mobility, users can write their own custom mobility
models and define the movement of the mobile users. The name of the trace file generated

should be kept as mobility.txt and it should be in the NetSim Mobility File format.

APPLICATION PROPERTIES — Transport Protocol, by default set to UDP. To run with TCP,

users have to select TCP protocol from the drop down.
NETWORK LAYER- NetSim WSN, supports the following MANET routing protocols.

DSR (Dynamic source routing): Note that in wireless sensor networks, by default Link Layer
Ack is enabled. If Network Layer ack is enabled users must set DSR_ACK in addition to
Zigbee_ACK in MAC layer.

LTE Sensors X
Sensors * NETWORK_LAYER
GENERAL Protocol P4
Static_IP_Route | Disable b |
APPLICATION_LAYER
Processing_Delay (Microsec) | 0.0 |
TRANSPORT_LAYER
I Routing Protocol | DSR v I
NETWORK_LAYER
ACK Type | LINK_LAYER_ACK v |

INTERFACE_1 (ZIGBEE)
Figure 2-6: Network Layer Properties Window - DSR Protocol
AODV (Ad-hoc on-demand distance vector routing):
AODV (Ad Hoc on Demand Distance Vector) is an on-demand routing protocol for wireless
networks that uses traditional routing tables to store routing information. AODV uses timers at
each node and expires the routing table entry after the route is not used for a certain time.

Some of the features implemented in NetSim are,

= RREQ, RREP and RERR messages.
= Hello message.
= [nterface with other MAC/PHY protocols such as 802.15.4, TDMA / DTDMA.
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ZRP (Zone routing protocol): For interior routing mechanism NetSim uses OLSR protocol.
Hello interval describes the interval in which it will discover its neighbor routes.

Refresh interval is the duration after which each active node periodically refresh routes to itself.

L‘! Sensors X
Sensors ¥ NETWORK_LAYER
CENERAL Protocol IPv4

Static_|P_Route ‘ Disable - |
APPLICATION_LAYER

Processing_Delay (Microsec) ‘ 0.0 |
TRANSPORT_LAYER

Routing Protocol ‘ ZRP d

METWORK_LAYER
IARP Protocol OLsSR

INTERFACE_1 (ZIGBEE)

Hello Interval(sec)

Refresh Intervalsec)

TC Interval(sec)

Zone Radius

Figure 2-7: Network Layer Properties Window - ZRP Protocol
TC Interval is a Topology control messages are the link state signaling done by OLSR. These

messages are sent at TC interval every time.

Zone radius: After dividing the network range of the divided network will be based on zone
radius. A node's routing zone is defined as a collection of nodes whose minimum distance in

hops from the node in question is no greater than a parameter referred to as the zone radius.

OLSR (Optimized link State Routing): Except zone radius all the parameters are similar to
ZRP.

DATALINK LAYER

802.15.4 (Zigbee Protocol) runs in MAC layer. In the sink node or pan coordinator properties

users can configure the Beacon frames and the Superframe structure.
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v DATALINK_LAYER
GENERAL Protocol IEEE802.15.4 s
APPLICATION_LAYER AckRequest | Enable -
TRANSPORT_LAYER MAC_Address AF1D00000301

BeaconMode | Enable -
METWORK_LAYER

SuperframeQrder | 15
INTERFACE_1 (ZIGBEE)

BeaconOrder | 15

GTSMade | Enable - ‘
Battery Life Extension | TRUE - ‘
Superframeluration{ms) 15.36

Max CSMA BO | 4 ‘
Min CAP Len(Symbols) 440

Max Backeoff Expo 5 ‘

(ot

Min Backoff Expo |
Max Frame Retries |

3 |

» PHYSICAL LAYER

OK Reset

Figure 2-8: Datalink layer properties window for sinknode
Superframe Order — It describes the length of the active portion of the Superframe, which

includes the beacon frame. Range is from 0-15.

Beacon Order- Describes the interval at which coordinate shall transmit its beacon frames.

Range is from 1-15.

GTS Mode (Guaranteed Time Slot) — If it is enabled it allows a device to operate on the channel

within a portion of the super frame that is dedicated (on the PAN) exclusively to the device.

Battery life Extension subfield is 1 bit in length and shall be set to one if frames transmitted

to the beaconing device.

Superframe Duration is divided into 16 equally sized time slots, during which data transmission

is allowed. The value of super-frame duration by default is 15.36ms.

Max CSMA Backoff is the CSMA-CA algorithms will attempts before declaring a channel

access failure. Having range 0-5.
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Minimum CAP length is the minimum number of symbols forming the Contention access
period. This ensures that MAC commands can still be transferred to devices when GTSs

(Guaranteed time slots) are being used.
Max and Min backoff exponent values of CSMA-CA algorithms having range 3-5.
Max frame retries is the total number of retries after failed attempts.

Unit Backoff period is the number of symbols forming the basic time period used by the CSMA-
CA algorithms.

PHYSICAL LAYER

The frequency band used in NetSim WSN simulations is 2.4 GHz, and the bandwidth is 5 MHz.

NetSim simulates a single channel ZigBee network and does not support multiple channels.

Data rate is the number of bits that are processed per unit of time. The data rate is fixed at 250
kbps per the 802.15.4 standard.

Chip Rate: A chip is a pulse of direct sequence spread spectrum code, so the chip rate is the

rate at which the information signal bits are transmitted as pseudo random sequence of chips.

Modulation technique: O-QPSK (Offset quadrature phase shift keying) sometimes called as
staggered quadrature phase shift keying is a variant of phase-shift keying modulation using 4

different values of the phase to transmit.

MinLIFSPeriod is minimum long inter frame spacing Period. It's a time difference between short
frame and long frame in unacknowledged case and time difference between short frame and

acknowledged in acknowledge transmission.

SIFS (Short inter frame Symbol) is generally the time for which receiver wait before sending
the CTS (Clear To Send) & acknowledgement package to sender, and sender waits after
receiving CTS and before sending data to receiver. Its main purpose is to avoid any type of

collision. Min SIFS period is the minimum number of symbols forming a SIFS period.

Phy SHR duration is the duration of the synchronization header (SHR) in symbol for the current
PHY.

Phy Symbol per Octet is number of symbols per octet for the current PHY.

Turn Around Time is transmitter to receiver or receiver to transmitter turnaround time is defined
as the shortest time possible at the air interface from the trailing edge of the last chip (of the first
symbol) of a transmitted PLCP protocol data unit to the leading edge of the first chip (of the first
symbol) of the next received PPDU.

Ver 13.1 Page 16 of 71



CCA (Clear Channel assessment) is carrier sensing mechanisms in Wireless Network. Here

is the description:

= Carrier Sense Only: It shall report a busy medium only upon the detection of a signal
complaint with this standard with the same modulation and spreading characteristics of
the PHY that is currently in use by the device. This signal may be above or below the ED
threshold.

= Energy Detection: It shall report a busy medium upon detecting any energy above the
ED threshold.

= Carrier Sense with Energy Detection: It shall report a busy medium using a logical
combination of detection of a signal with the modulation and spreading characteristics of
this standards and Energy above the ED threshold, where the logical operator may be
AND or OR.

Receiver sensitivity is the minimum magnitude of input signal required to produce a specified
output signal having a specified signal-to-noise ratio, or other specified criteria. It's up to our

calculation what we want a receiver sensitivity.

Receiver ED threshold is intended for use by a network layer as part of a channel selection
algorithms. It is an estimate of the received signal power within the bandwidth of the channel.
No attempt is made to identify or decode signal on the channel. If the received signal power is

greater than the ED threshold value, then the channel selection algorithms will return false.

Transmitter Power is the signal intensity of the transmitter. The higher the power radiated by
the transmitter’s antenna the greater the reliability of the communication system. And connection

medium is Wireless.

Reference Distance (d,) is known as the reference distance and the value of d, is usually
defined in the pathloss model or in the standard. PL,, is the pathloss at reference distance. In
805.15.4, the standard defines d, = 8m and PL;, = 58.5 dB. Please see Propagation-Model.pdf

manual for more information.
POWER MODEL

= Power source can be battery or main line. This model in NetSim is used for energy
calculations. In case of battery following parameters will be considered: -

= Recharging current is the current flow during recharging. Range is from 0-1mA.

= Energy Harvesting is the process by which energy is derived from external source,
captured, and stored. NetSim supports an abstract Energy Harvesting model a specified
amount of energy (calculated from recharging current and voltage specified) is added to

the remaining energy of the node periodically to replenish the battery.
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Initial Energy is the battery energy range is from 0 to 1000mW.

Transmitting current for transmitting the power. Range 0-20mA. Transmit power and
transmit current are independent in NetSim. Since the focus of NetSim is packet
simulation, the power modeling is abstract. It is left to the user to change the transmit
current accordingly (when increasing/decreasing the transmit power) if the user’s goal is
to study power consumption.

Idle mode is the current flow during the ideal mode range is between 0-20mA.

Voltage is a measure of the energy carried by the charge. Range is from 0-10V.
Received current is the current required to receive the data having range from 0-10mA.

Sleep mode current is current flowing in sleep mode of battery range is from 0-20mA.

Note: The resultant energy metrics and their definitions are provided in the NetSim User Manual

in the Outputs section. The following table shows the properties of sensor in NetSim.

Global properties (and default settings

Network layer

Routing protocol DSR
ACK _Type LINK_LAYER_ACK
Data link layer
ACK request Enable
Max Csma BO 4
Max Backoff Exponent 5
Min Backoff Exponent 3
Max frame retries 3

Local properties (and Default settings)

Physical layer

phySHRduration(symbols) 3
Physymbolperoctet 0.4
CCA mode CARRIER_SENSE_ONLY
Reciever sensitivity(dbm) -85
ED_Threshold (dbm) -95
Transmitter power(mW) 1
Power
Power source Battery
Energy harvesting ON
Recharging current (mA) 0.4
Initial energy (mw) 1000
Transmitting current (mA) 8.8
Idle mode current (mA) 3.3
Voltage (v) 3.6
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Receiving current (mA) 9.6
Sleep mode current (mA) 0.237
Table 2-3: MAC and PHY layer properties of sensor

2.2 Set Node, Link and Application Properties

Users need to connect the sensors and LOWPAN gateway using adhoc links.
Interconnection among other devices is same as in Internetworks.

LoWPAN gateway can be connected with router using links.

Right click on the appropriate node or link and select Properties. Then modify the
parameters according to the requirements.

Routing Protocol in Application Layer of router and all user editable properties in DataLink
Layer and Physical Layer of Access Point and Wireless Node are Global/Local i.e.
changing properties in one node will automatically reflect in the others in that network.

In Sensor Node, Routing Protocol in Network Layer and all user editable properties in
DataLink Layer, Physical Layer and Power are Global/Local i.e. changing properties in
one node will automatically reflect in the others in that network. The following are the main
properties of sensor node in PHY and Datalink layers as shown Figure 2-9/Figure
2-10/Figure 2-11.

EE Sensors w
Sensors » NETWORK_LAYER
GENERAL v DATALINK_LAYER
APPLICATION_LAYER Frotocol IEEE802.15.4

AckRequest ‘ Enable v ‘
TRANSPORT_LAYER

MAC_Address AF1D00000101
NETWORK_LAYER

Max CSMA BO ‘ 4 ‘

INTERFACE_1 (ZIGBEE) )
Min CAP Len(Symbols) 440

Max Backoff Expo 5 ‘

L

Min Backoff Expo ‘

Max Frame Retries 3 ‘

Unit BO Period{Symbols) 20

OK Reset

Figure 2-9: Datalink layer properties window for sensor
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L1 Sensors

Sensors

GENERAL
APPLICATION_LAYER
TRANSPORT_LAYER

NETWORK_LAYER

INTERFACE_1 (2l

» NETWORK_LAYER

» DATALINK_LAYER

¥ PHYSICAL LAYER

Protocol

Frequency({MHz)
DataRate(kbps)
ChipRate(Mchips/z)
SymbalRate(ksymbols/s)
Modulation Technique
MinLIFSPeriod(Symbaols)
MinSIFSPenod(Symbols)
UnitBackoftTime(Symbols)
PhySHRDuration{Symbals)
PhySymbolperPCctet

TurnAroundTime({Symbals)

IEEEBD2.15.4

2400

250

2000

62.5

0-QPsK

40

12

20

E

5.3

12

CCA Made ‘ CARRIER_SENSE_OMLY A ‘
Receiver_Sensitivity(dBm) ‘ -85 ‘
I 1

oK Reset
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m Sensors O
Sensors » METWORK_LAYER
» DATALIME_LAYER
el v PHYSICAL_LAYER
Antenna Gain | i |
APPLICATION_LAYER
Antenna Height{m) ‘ 1 ‘
TRAMSPORT_LAYER
Connection_Medium WIRELESS
NETWORK_LAYER
Reference Distance d0(m) ‘ 8 ‘
INTERFACE_1 (ZIGBEE)
POWER
PowerSource ‘ Battery - ‘
EnergyHarvesting ‘ Cn - ‘
RechargingCurrent(ma) ‘ 0.4 ‘
InitialEnergy(mAH) ‘ 0.5 ‘
TransmittingCurrent{m#) ‘ 8.8 ‘
IdleModeCurrent{md) ‘ 33 ‘
Voltage(V) ‘ 36 ‘
ReceivingCurrent{mé&) ‘ 0.6 ‘
SleepModeCurrent(ma) ‘ 0.237 ‘
0K Reset

Figure 2-11: Battery Model for Sensor

= Set the values according to requirement and click OK.

= Click on the Application icon present on the ribbon and set properties. Multiple
applications can be generated by using add button in Application properties.

Pim) #4 Plots
@ Jj @ Packet Trace ®
Application ?,;. Event Trace Run

Figure 2-12: Application icon present on top ribbon

= Set the values according to requirement and click OK.
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m! Configure Application

[-]
Application]

Application

¥ APPLICATION

Application_Method

Application_Type
Application ID
Application_MName
Source_Count
Source_|D
Destination_Count

Destination_|D

‘ UNICAST

‘ SENSOR_APP

‘ App1_SENSOR_APP

| |
Start_Time(s) ‘ 0 ‘
End_Time(s) ‘ 100000 ‘
Src_to_Dest ‘ Show line - ‘
Encryption ‘ NONE - ‘
Random_Startup ‘ FALSE A ‘
Session_Protocol NONE
Transport_Protocol ‘ upp - ‘
oS ‘ BE - ‘ | |
CK Reset

Figure 2-13: Application Configuration window

Detailed information on Application properties is available in section 6 of NetSim User Manual.

2.2.1 Setting Static Routes

In Device Properties > Network layer > Configure static route IP, users can set static routes.

When static routes are set the dynamic routing protocol entries are overwritten by the static

routing entries. Static route configured explained in Internetworks technology library document,

Section Configuring Static Routing in NetSim

Static route option is available for all sensors in WSN.
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| ;" Sensaors

Sensors ¥ MNETWORK_LAYER
CENERAL Protocol IPv4

Static_IP_Route Enable - ‘
APPLICATION_LAYER

Static_IP_Route_GUI Configure Static Route IP
TRANSPORT_LAYER

Static_IP_Route_File
WORK LAYER
e Processing_Delay (Microsec) ‘ 0.0 ‘

INTERFACE_1 (ZIGBEE)

Routing Protocol ‘ DSR - ‘

ACK Type ‘ LINK_LAVER_ACK - ‘

Figure 2-14: Static Route configuration window
The Static routes option is not available in wireless portion of the 1oT network as IoT devices
work with IPv6 network addressing. The devices present in the wired portion of network say

have IPv4 addressing. Hence static routes can be configured in the wired section (till the
gateway) of an loT network.

2.3 Enable Packet Trace, Event Trace & Plots (Optional)

Click Packet Trace / Event Trace icon in the tool bar and check Enable Packet Trace / Event
Trace check box and click OK. To get detailed help, please refer sections 8.4 and 8.5 in User

Manual. Select Plots icon for enabling Plots and click OK.

% Plots
%4
G J"' @ Packet Trace
Application ?ﬁ Event Trace Run

Figure 2-15: Enable Packet Trace, Event Trace & Plots options on top ribbon

2.4 Run Simulation

Click on Run Simulation icon on the top toolbar.

R Plots
S
G &d @ Packet Trace
Application :J,:'l, Event Trace Run

Figure 2-16: Run Simulation options on top ribbon
Set the Simulation Time and click on OK.
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3 Model Features

3.1 L3 Routing: DSR, OLSR, ZRP and AODV
Refer to the MANETSs technology library (PDF) document for detailed information. Note that:

WSN supports DSR, OLSR, ZRP and AODV protocols
IOT supports AODV and RPL protocol, since only AODV and RPL have IPv6 support in
NetSim.

3.2 L3 Routing: RPL Protocol

Routing Protocol for Low power and Lossy Networks (RPL) Overview

Low-power and Lossy Networks consist largely of constrained nodes (with limited processing

power, memory, and sometimes energy when they are battery operated). These routers are

interconnected by lossy links, typically supporting only low data rates that are usually unstable

with relatively low packet delivery rates. Another characteristic of such networks is that the traffic

patterns are not simply point-to-point, but in many cases point-to-multipoint or multipoint-to-

point.

RPL Routing Protocol works in the Network Layer and uses IPv6 addressing. It runs a distance

vector routing protocol based on Destination Oriented Directed Acyclic Graph (DODAGS).

Terminology of RPL routing protocol:

DAG (Directed Acyclic Graph): A directed graph having the property that all edges are
oriented in such a way that no cycles exist. All edges are contained in paths oriented
toward and terminating at one or more root nodes.

DAG root: A DAG root is a node within the DAG that has no outgoing edge. Because the
graph is acyclic, by definition, all DAGs must have at least one DAG root and all paths
terminate at a DAG root. In NetSim, only single root is possible. i.e. the 6LowPAN Gateway
Destination-Oriented DAG (DODAG): A DAG rooted at a single destination, i.e., at a
single DAG root (the DODAG root) with no outgoing edges.

Up: Up refers to the direction from leaf nodes towards DODAG roots, following DODAG
edges. This follows the common terminology used in graphs and depth-first search, where
vertices further from the root are "deeper" or "down" and vertices closer to the root are
"shallower" or "up"

Down: Down refers to the direction from DODAG roots towards leaf nodes, in the reverse

direction of DODAG edges. This follows the common terminology used in graphs and
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depth-first search, where vertices further from the root are "deeper" or "down" and vertices
closer to the root are "shallower" or "up"

= Rank: A node's Rank defines the node's individual position relative to other nodes with
respect to a DODAG root. Rank strictly increases in the Down direction and strictly
decreases in the Up direction.

= RPLInstancelD: An RPL Instance ID is a unique identifier within a network. DODAGs
with the same RPLInstancelD share the same Objective Function.

= RPL instance: When we have one or more DODAG, then each DODAG is an instance.
An RPL Node may belong to multiple RPL Instances, and it may act as router in some and
as a leaf in others. Any sensor can be configured as a Router or Leaf. Leaf nodes does
not take part in RPL routing.

= DODAG ID: Each DODAG has an IPV6 ID. This ID is given to its root only. And as the
root doesn’t change ID also don’t change

= Objective Function (OF): An OF defines how routing metrics, optimization objectives,
and related functions are used to compute Rank. Furthermore, the OF dictates how
parents in the DODAG are selected and, thus, the DODAG formation.

3.2.1 RPL Objective Function
The objective function in NetSim RPL seeks to find the route with the best link quality. The

objective function:
static UINT16 compute_candidate_rank(NETSIM_ID d, PRPL_NEIGHBOR
neighbour) can be found in Neighbor.c under the RPL project.

Link quality calculations, available in Zigbee Project 802.15.4 c file in function get_link_quality().

—(1- (2
L=(1-(3))
where p = Received power (dBm) and rs = Receiver sensitivity (dBm)
And Final

Sending Link Quality + Receving Link Quality
2

Link Quality =
The rank calculations are done in Neighbour.c in RPL project and is.

, 2 ,
Rank = (Maxincrement - Mlnincrement) X (1 - Lq) + Mlnincrement

The link quality in this case is based on received power and can be modified by the user to factor
in distance, delay etc, Link quality is calculated by making calls to the functions in the following

order:
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1. compute_candidate_rank() - RPL \Neighbor.c
2. fn_NetSim_stack_get_link_quality() - NetSim network stack which in turn calls
3. zigbee_get_link_quality() — ZigBee \802_15 4.c

The function fn_NetSim_stack_get_link_quality() is part of NetSim's network stack which is
closed to user. However the function zigbee_get_link_quality() is open to the users and can

be modified if required.
3.2.2Topology Construction

NetSim IOT WSNs do not typically have predefined topologies, for example, those imposed by
point-to-point wires, so RPL has to discover links and then select peers sparingly. RPL routes
are optimized for traffic to or from one or more roots that act as sinks for the topology. As a
result, RPL organizes a topology as a Directed Acyclic Graph (DAG) that is partitioned into one
or more Destination Oriented DAGs (DODAGSs), one DODAG per sink.

RPL identifiers: RPL uses four values to identify and maintain a topology:

= The first is an RPLInstancelD. An RPLInstancelD identifies a set of one or more
Destination Oriented DAGs (DODAGSs). A network may have multiple RPLInstancelDs,
each of which defines an independent set of DODAGs, which may be optimized for
different Objective Functions (OFs) and/or applications. The set of DODAGs identified by
an RPLInstancelD is called a RPL Instance. All DODAGs in the same RPL Instance use
the same OF

= The second is a DODAGID. The scope of a DODAGID is a RPL Instance. The combination
of RPLInstancelD and DODAGID uniquely identifies a single DODAG in the network. A
RPL Instance may have multiple DODAGSs, each of which has a unique DODAGID.

= The third is a DODAGVersionNumber. The scope of a DODAGVersionNumber is a
DODAG. A DODAG is sometimes reconstructed from the DODAG root, by incrementing
the DODAGVersionNumber. The combination of RPLInstancelD, DODAGID, and
DODAGVersionNumber uniquely identifies a DODAG Version.

= The fourth is Rank. The scope of Rank is a DODAG Version. Rank establishes a partial
order over a DODAG Version, defining individual node positions with respect to the
DODAG root.

DIS (DODAG Information Solicitation) transmission:

Root sends DIS message to the Router/Leaf which are in range. The Router in turn broadcasts

its further and so on.

DIO (DODAG Information Object) transmission:
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RPL nodes transmit DIOs using a Trickle Timer. This message is multicasted downwards in a
DODAG. With DIO child parent relationship and sibling relationship is established.

DODAG Construction

= Nodes periodically send link-local multicast DIO messages.

= Stability or detection of routing inconsistencies influence the rate of DIO messages.

= Nodes listen for DIOs and use their information to join a new DODAG, or to maintain an
existing DODAG.

= Nodes may use a DIS message to solicit a DIO as shown below.

’
.‘-_ )';‘,_4
]
wa

i K

Figure 3-1: Exchange DIO/DIS Control message for Sensor and Lowpan gateway

= Rank is then established. Rank is decided based on the DIS message received from the
Root and the link quality.

= Based on information in the DIOs the node chooses parents to the DODAG root

= As a Result, the nodes follow the upward routes towards the DODAG root.

= [f the destination is unreachable then the root will drop the packet.

= Note that DIS messages are sent by the sensors which are not part of the DODAG. The
sensors which are part of the DODAG and which received the DIO message will send the
DAO message in return, whereas the sensors which did not receive the DIO messages

will send the DIS message.

3.2.3 RPL Log File

Once simulation is completed, users can access the rpl_log file from the results dashboard as
shown below Figure 3-2.
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Simulation Results L X

Link_Metrics

Application_Metrics [] Detailed View | TCP_Metrics [] Detailed View
Queue_Metrics
Application Id  Throughput Plot Application Name  Packet generated  Packet receive | Source Destination ~ Segment Sent  Segment Received  Ack Sent  Ack Receiv
T([Me.lncs . Agplicotion Throughut plot  App1_SENSORAPP 100 86 3 ANY_DEVICE 0 0 0 0
W Marrics 2 Application Throughput plot  App2_SENSOR_APP 100 &5 ANY_DEVICE 0 0 0 0
» Ie_Forwarding Table 3 Application Throughput plot  App3_ SENSOR_APP 100 17 WIRELESS SENSOR 3~ ANY_DEVICE 0 0 0 0
UDP Metrics WIRELESS_SENSOR 4 ANY _DEVICE 0 0 0 0
> IEEEB02.15.4_Metrics WIRELESS_SENSOR_S5 ANY_DEVICE 0 0 0 0
Battery model 6_LOWPAN GATEWAY 6 ANY DEVICE 0 0 0 0
Application_Metrics ROUTER_7 ANY_DEVICE 0 0 0 0
P WIRED_NODE 8 ANY_DEVICE 0 0 0 0

> Link_Throughput
> Application_Throughput

ok Gmerwe  ax

Link_Metrics [[] Detailed View | Queue_Metrics [] Detailed View
Export Results (.xls/.csv) ; Packet_transmitt.. Packet_errored  Packet_collided Deviceid Portid Queued packet Dequeued_packet Dropped_packet
Print Results {_html) Lkl Sk gt Data Control Data Control Data Control 6 2 185 185 0
All NA 73 1052 0 0 @8 146 7 1 16 16 0
Link throughput 47 1019 0 0 9% 146
2 Link throughput 68 33 0 0 0 0
/ Log Files 3 ink_throughput 168 0 0 0 0 ]
ospflog

nsif Hello.Jog

Restore To Original View

Figure 3-2: Results dashboard window
However, to get detailed information related to Rank Calculations the DEBUG_RPL

preprocessor directive needs to be uncommented in the code.
Procedure to get the RPL log file:

= Go to NetSim Home page and click on Your work.

= Click on Workspace Options and then click on Open Code and open the codes in Visual
Studio. Set x86 or x64 according to the NetSim build which you are using.

= Go to the RPL Project in the Solution Explorer. Open RPL.h file and change //#define
DEBUG_RPL to #define DEBUG_RPL as shown below:

Ctrle Q) P NetSim

-] (Global Scope) -l

“cEual property rights thereln shall remsin ot o11 tines with Tetcos

LN

Shashi Kant Suman

8 References
External Dependencies

DAO.c

D0

DiSe

DODAG

Neighbor.c

RPLc

B FLh

€ RPL_enum.c

B RPLenumh

© RPLMessagec

B RPL Meszageh

€ SequenceNumber.c

b € Tncklec -

& No issues found

Show sutput frem:  Build =k Em
15040.0b] : warning LNKA675: fgnoring '/EDITANDCONTINUE® due to */INCREMENTAL:NO® specification pe
1> Cresting library ..\..\..\bin\bin x64\RPL.1ib and object ..\..\..\bin\bin x64\RPL.exp

L>LINK : warning LNK4@96: defaultlib "MSVCRT' conflicts with use of other libs; use /NODEFAULTLIG:1ibrary

1>Generating code

1>Finished generating code

1>APLIib. 11b(RPL11b.0bJ) : warning LNKABSS: PDE 'RPL1ib.pdb’ was not found with ‘RPL1ib.1ib(RPL1ib.obj)" or at 'D:\NetSim_12.8.16_84_pro_default\bin\bin_x64\RPL1ib.pdb’
D)IP.16b(IPLib.obS) : warning LNK4B99: PDB 'IPLib.pdb’ was not found with 'IP.1ib(IPLib.obj)" or at 'D:\NetSim_12.8.16_64_pro_default\bin\bin_x64\TPLib.pdb’; linking ob
1:list.1ib(List.obd) : warning LNK4099: PDB 'List.pdb’ was not found with 'list.1ib(List.obj)' or at 'D:\NetSim_12.8.16 64 pro_defsultibin\bin_x64\lList.pdo'; linking oo}
L5RPL.vCKDrOd -> Di\NETSIN_12.0.16 64 pro_default\srenSimulation\RPLY..\..\..\bin\bin X64\RPL.a1L

1>Done building project "RPL.vexproi™.

---------- Rebuild ALl: 1 succeeded, @ failed, @ skipped ssmmmmssnn

Figure 3-3: Visual Studio

= Right click on the RPL project in the solution explorer and click on rebuild.
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= After the RPL project is rebuild successful, go back to the network scenario.

Now after any loT-RPL simulation, an RPL log file is generated with detailed information about
the DODAG formation. An example rpl_log file is shown below Figure 3-4.

N
iFi Lk ki » Vi )
e Pl Biadag Ld = FIAF GRNRD) RO RDRL AT i) AMRE | PRE Y stLp Ll
i B g = LA L PO SRR AT e AR
g
s okl B VS ] < bt eV
= e Step 3
v FUS A TR R ]9 LA A DB
A 3 ® " LA A PURE RPN CATL B BT
s 2 11
g e e e TR 1 -
: ' Step 4
[l P Pl bl = TUR AT TR NN AT A A PR
ranta e e
pp— T
L. with dading 18
Tt
e st o g il -
L T i e i gl
arba = sl FLAR A0 PR R LS L T
P T ety = [(83], (]
[ recHived dad  routs bifeminien. de =
FAR 0 TR DR L BOCNS S TP, oty I 1B P R £ A0 B L

Figure 3-4: RPL Log file
Explanation of the log file:

Step 1:

Node 5 receives a DIO msg from Node 6 (i.e., root).
= Node 5 finds the DODAG id.

= Based on the DIO message received from Node 6, Node 5 choses its “Parent as Node 6”
and establishes its “New Rank = 17”. It does not have any siblings.
4T
|l /;&’:!hac Link 1
e =11 /
o T //Dlg‘qus‘.fslge : A6
/£ ﬁ}’ e 0 Ot il |
i ” /
[ Wireless_Sensor_S} // 7 I.II{T I,r 6_LOWRAN.Gateway 6
\  Receives DIO ! /“1' /1 I Root Node ey
\\ Eankz 17 /#; v £ - ﬁ / | Rank=1 A ::?J 1
u™ SO . L /-/ ‘.-‘n'ireless_Sp’nso.f_:ﬂ Ft;-.ut-er_.
&
s £ 3 1
P i I
=i _ / 3
P Wireless_Sensor_3
& 74 |
' i | Wired_Node 8
Wireless_Sensor_4 J
Wirelass_Sensor_2
Figure 3-5: Node 5 choses its “Parent as Node 6 - New Rank = 17
Step 2:

Node 1 receives a DIO msg from Node 6 (i.e. root).
= Node 1 finds the DODAG id.
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Based on the DIO message received from Node 6, Node 1 choses its “Parent as Node 6”

and establishes its “New Rank = 17”. It does not have any siblings.

qf
=
T ’ Lit 1
L . /‘df\ar_ TP:K
- 71 *
=11 ¥y ¥ N
L— as // ! | __Rb
T ST y AL f_@;‘
5@ // .’E}IOfMtssage Ay
v N
Wireless_Senser_5 /-’ ! J.-"'t/ B_LOWRAN.Gateway &
e — e I
/_,.-';-';I" %7 1 WA Root Node -
~ Regéives DIO ];' N Baike T f\|
J P
Router_7

U=
Aank=17 | wireless Sgnsor J'I'I 1

s o i
// i T TSR] S =3 |
A I
i 8

e
Vi Wireless_Sensor_3
T 74
e Wired_Node_8
Wireless_Sensor_4
¥ 2

Wireless_Sensor_2

Figure 3-6: Node 1 choses its “Parent as Node 6 - New Rank = 17

Step 3:
= Node 6 receives as DAO message from Node 1 with the new route information about the
destination and the Gateway.
‘ilﬁo\
—==79
'F__H__—"H f/ :!h:r.L\l?‘nk"
- F Y | ] \
- - . y I " 5%
=T il AFE Ay
5’1‘{ >, f.f 1 e
.f | -
Wireless_Sensor_5 /" /! ":/‘.'l/ B LOWPAM.Gateway &
/_r; /1 ""—?Dp.g Message Root Node g pe=
Ve / | Rank=1 "';\| ;
’ ) [ N
// Wireless_Sgnso r Router )
v é‘ 2L
4 x I
i o I &
o Wireless_Sensor_3
& 7Y I
] | Wired_Node_8
Wireless_Sensor_4 II
g 2

Wireless_Sensor_2
Figure 3-7: Node 6 receives as DAO message from Node 1

Step 4:
Node 2 receives a DIO msg from Node 1 (i.e. Sensor which is configured as Router).

Node 2 finds the DODAG id.
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Based on the DIO message received from Node 1, Node 2 choses its “Parent as Node

1” and establishes its “New Rank = 33” since it is in the next Rank level. It does not have

any siblings.
Wireless_Sensor_5 L
/’1/ v/ 1 1 Root Node © =7
- g ;J’ ] Rank= 1 _\}:‘j
// Wireless_Sgnsor, _JE'F Rolu‘.-er Y
- \ Zé\ 3. i
B \ R :
’ e &.‘ireless_ﬁ'ensorj
® 74 DIO Message I . _
ﬂ:\ ¥ | Wired_Node_8
Wireless_Sensor_4 - 4'_ —_——
i S

o _Ez N
A i \
i

\

Wireless_Sensor_2 |

A Receives DIO !
% !
», Rank=33 s
~ -
\'\-\. F'_.f

= -

Figure 3-8: Node 2 choses its “Parent as Node 6 - New Rank = 33

Likewise, DODAG formation throughout the simulation is logged inside the rpl_log file

3.2.4Viewing RPL control messages in Wireshark

Wireshark option can be enabled in the ZigBee devices to capture network traffic during the

simulation. RPL control messages such as DAO, DIO etc. can be seen in Wireshark as shown

below Figure 3-9.

M )\ \pipe WIRELESS_SENSOR_1_1
File Edit View Ge Capture Analyze Statistics Telephony Wireless Tools Help

4 = ®

Brerz=gisEEaaan

L] |App|‘-r' a display filter ... «Ctrl-/=

MNo. Time Source Destination Protocol  Length Info

55 3.2786884 fdec:3817:2256:9bb8.. ffea:: ICMPVE 84 RPL Control (DODAG Information Object)

56 3.448159 fdec:3017:2256:9bb3.. ffea:: ICMPVE 34 RPL Control (DODAG Information Object)

57 3.612298 fdec:3017:2256:9bb3.. ffea:: ICMPVE 34 RPL Control (DODAG Information Object)

58 3.724928 fdec:3817:e256:9bb8.. ffea:: ICMPVE 84 RPL Control (DODAG Information Object)

59 3.996786 fdec:3817:e256:9bbs.. ffee:: ICMPVE 84 RPL Control (DODAG Information Object)

6@ 3.993995 fdec:3817:e256:9bbs.. ffee:: ICMPVE 84 RPL Control (DODAG Information Object)

61 4.808000 fdec:3017:2256:9bb8.. fdec:3817:2256:9bb8.. UDP 98 B2 » 36934 Len=58

62 4.803164 fdec:3817:2256:9bb8.. fdec:3817:2256:9bb8.. ICMPVE 68 RPL Control (Destination Advertisement Object)
63 5.800000 fdec:3017:2256:9bb8.. fdec:3817:2256:9bb8.. UDP 98 B2 » 36934 Len=58

64 5.883013 fdec:3817:2256:9bb8.. fdec:3817:2256:9bb3.. ICMPVE 68 RPL Control (Destination Advertisement Object)
65 6.808000 fdec:3017:2256:9bb8.. fdec:3817:2256:9bb8.. UDP 98 82 » 36934 Len=5@

66 6.887862 fdec:3817:2256:9bb8.. fdec:30817:2256:9bb3.. ICMPvE 68 RPL Control (Destination Advertisement Object)
67 6.369125 fdec:3817:2256:9bb3.. ffee:: ICMPvE 84 RPL Control (DODAG Information Object)

68 6.543581 fdec:3017:2256:9bb3.. ffea:: ICMPvE 84 RPL Control (DODAG Information Object)

69 6.963358 fdec:3017:2256:9bb8.. ffee:: ICMPvE 84 RPL Control (DODAG Information Object)

76 7.000000 fdec:3017:2256:9bb3.. fdec:3817:2256:9bb8.. UDP 98 B2 » 36934 Len=5@

71 7.887711 fdec:3817:2256:9bb8.. fdec:30817:2256:9bb3.. ICMPvE 68 RPL Control (Destination Advertisement Object)
72 7.259398 fdec:3817:e256:9bb3.. ffea:: ICMPWE 84 RPL Control (DODAG Information Object)

73 7.642928 fdec:3817:e256:9bb3.. ffea:: ICMPWE 84 RPL Control (DODAG Information Object)

74 §.oepoee fdec:3817:2256:9bb8.. fdec:3817:2256:9bb8.. UDP 98 82 + 36934 Len=58

75 8.887568 fdec:30817:e256:9bb8.. fdec:3817:2256:9bb8... ICMPVE 68 RPL Control (Destination Advertisement Object)

Frame 68: 84 bytes on wire (672 bits), 84 bytes captured (672 bits) on interface @
Raw packet data

Internet Protocol Version 6, Src: fdec:3017:e256:9bb8:1fe7:8215:a33c:5d5, Dst: ffee::
Internet Control Message Protocel vé

Figure 3-9: Wireshark captures RPL control messages such as DAO, DIO etc.
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Following is a screenshot of a DIO message where the Rank information is highlighted as

shown Figure 3-10.

M *\\\pipe\WIRELESS_SENSOR_1_1
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools  Help

Adm J@ [ BRE Qes>=F s 5EQaaH

( |App|‘-r a display fiter ... <Ctrl-/>

Mo. Time Source Destination Protocol  Length Info
55 3.270084 fdec:3017:e256:9bb8.. ffea:: ICMPVE 84 RPL Control (DODAG Information Object)
56 3.448159 fdec:3817:2256:9bb8.. ffea@:: ICMPVE 84 RPL Control (DODAG Information Object)
57 3.612298 fdec:3@17:2256:9bbE.. ffe0:: ICMPVE 84 RPL Contrel (DODAG Information Object)
58 3.724920 fdec:3@17:2256:9bbs.. ffea:: ICMPVE 84 RPL Control (DODAG Information Object)
59 3.996786 fdec:30817:2256:0bbE.. ffe0:: ICMPVE 84 RPL Control (DODAG Information Object)
6@ 3.998995 fdec:30817:e256:9bbs.. ffea:: ICMPVE 84 RPL Control (DODAG Information Object)
61 4.000800 fdec:3817:e256:9bb8.. fdec:3817:e256:8bb8.. UDP 98 82 =+ 38934 Len=58
62 4.8088164 fdec:3817:2256:9bb8.. fdec:3817:2256:9bb8.. ICMPvE 68 RPL Control (Destination Advertisement Object)
63 5.000800 fdec:3817:e256:9bb8.. fdec:3817:e256:8bb8.. UDP 98 82 =+ 38934 Len=58
64 5.808813 fdec:3017:2256:9bb8.. fdec:3817:2256:9bb8.. ICMPvE 68 RPL Control (Destination Advertisement Object)
65 6.8688808 fdec:3817:e256:9bb8.. fdec:3817:e256:9bb8.. UDP 98 82 + 36934 Len=58
66 6.887862 fdec:3017:e256:9bb8.. fdec:3817:2256:9bb8.. ICMPvE 68 RPL Control (Destination Advertisement Object)
67 6.369125 fdec:3@17:2256:9bbs.. ffea:: ICMPVE 84 RPL Control (DODAG Information Object)
68 6.543581 fdec:3817:2256:9bbs.. ffea:: ICMPVE 84 RPL Control (DODAG Information Object)
69 6.963358 fdec:3@17:2256:9bbs.. ffea:: ICMPVE 84 RPL Control (DODAG Information Object)
78 7.000800 fdec:3817:2256:9bb8.. fdec:3817:2256:9bb8.. UDP 98 82 =+ 38934 Len=58
71 7.887711 fdec:3817:2256:9bb8.. fdec:3817:2256:9bb8.. ICMPvE 68 RPL Control (Destination Advertisement Object)
72 7.259308 fdec:3817:2256:9bb8.. ffe0:: ICMPVE 84 RPL Control (DODAG Information Object)
73 7.642928 fdec:3017:e256:9bb8.. ffea:: ICMPVE 84 RPL Control (DODAG Information Object)
74 B.@66008 fdec:3817:e256:9bb8.. fdec:3817:e256:9bb8.. UDP 98 82 + 36934 Len=58
75 8.087568 fdec:30@17:e256:9bb8.. fdec:3817:2256:9bb8.. ICMPVE 68 RPL Contrel (Destination Advertisement Object)
Code: 1 (DODAG Information Object)
Checksum: @xbcd5 incorrect, should be @xfeob
[Checksum Status: Bad]
RPLInstanceID: 15
Version: @
Rank: 12
Flags: @x@8, Mode of Operation (MOP): MNon-Storing Mode of Operation
Destination Advertisement Trigger Sequence Number (DTSN): 1
Flags: @xee
Reserved: @@
DODAGID: fdec:3@17:e256:9bb8:1fe7:d547:T306:c44e
ICMPvG RPL Option (DODAG configuration)

Figure 3-10: DIO message with Rank information in Wireshark

3.3 MAC /PHY: 802.15.4 Overview
IEEE802.15/TG4 formulated the IEEE802.15.4 for low-rate wireless personal area network, i.e.

LR-WPAN. The standard gives priority to low-power, low-rate and low-cost. The group devotes

to the standard of the physical layer of WPAN network, i.e. PHY, and media access layer.

The WSN part of the IOT Network runs 802.15.4 in MAC and PHY. The features implemented

are:
Superframe

= Beacon enabled and beacon disabled mode.
= |n beacon enabled mode NetSim supports slotted CSMA/CA with Active & Inactive Period
(controlled by Beacon order and super-frame order parameters)

= GTS is not implemented.
Data Transfer Model

= Device to coordinator, coordinator to device and Device to device (peer to peer topology)
= AckRequestFlag - If set the device acknowledges successful reception of the data frame

by transmitting an ack frame.
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Frames

Beacon
Data

Acknowledgement

CSMA / CA Mechanism

Non-beacon mode uses unslotted CSMA/CA.
Beacon mode uses slotted CSMA/CA.

Energy Model

Energy sources: Main Line and Battery
Energy Harvesting which uses recharging current to replenish battery energy.

Consumption Modes: Transmit, Receive, Idle and Sleep

3.3.1 CSMA/CA Implementation in NetSim

In both Slotted and Unslotted CSMA/CA cases, the CSMA/CA algorithm is based on
backoff periods, where one backoff period is equal to aUnitBackoffPeriod Symbols = 20
symbols.

This is the basic time unit of the MAC protocol and the access to the channel can only
occur at the boundary of the backoff periods. In slotted CSMA/CA the backoff period
boundaries must be aligned with the super-frame slot boundaries where in unslotted
CSMA/CA the backoff periods of one device are completely independent of the backoff
periods of any other device in a PAN.

The CSMA/CA mechanism uses three variables to schedule the access to the medium:
NB is the number of times the CSMA/CA algorithm was required to backoff while
attempting the access to the current channel. This value is initialized to zero before each
new transmission attempt.

CW is the contention windows length, which defines the number of backoff periods that
need to be clear of channel activity before starting transmission. CW is only used with the
slotted CSMA/CA. This value is initialized to 2 before each transmission attempt and reset
to 2 each time the channel is assessed to be busy.

BE is the backoff exponent, which is related to how many backoff period a device must
wait before attempting to assess the channel activity.

In beacon-enabled mode, each node employs two system parameters: beacon order
(BO) and Superframe Order (SO).
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= The parameter BO decides the length of beacon interval (Bl), where
Bl = aBaseSuperframeDuration x 28° symbols and 0<BO < 14; while the parameter SO
decides the length of superframe duration (SD),
where SD = aBaseSuperframeDuration x 25° symbols and 0< SO<BO < 14.

= The value of aBaseSuperframeDuration is fixed to 960 symbols. The format of the

superframe is defined as shown in the following figure:

Beacon Beacon
s - |
lolrlz2l3lalslel7lslololinlizlizligls i

_ SD=aBaseSuperframeDuration*2%° sybols _: !
(Active) ' i
Bl =aBaseSuperframeDuration*22° symbols

Figure 3-11: The format of the Superframe structure

= Furthermore, the active portion of each Superframe consists of three parts: beacon, CAP,
and CFP, which is divided into 16 equal length slots. The length of one slot is equal
to aBaseSlotDuration x 25° symbols, where aBaseSlotDuration is equal to 60 symbols.

= [n CAP, each node performs the CSMA/CA algorithm before transmitting data packet or
control frame. Each node maintains three parameters: the number of backoffs (NB),
contention window (CW), and backoff exponent (BE).

= The initial values of NB, CW, and BE are equal to 0, 2, and Min Backoff Expo, respectively,
where Min Backoff Expo is by default 3 and it can be set up to 8.

= For every backoff period, node takes a delay for random backoff between 0 and 28E-1 Unit
backoff Time (UBT), where UBT is equal to 20 symbols (or 80 bits).

= A node performs clear channel assessment (CCA) to make sure whether the channel is
idle or busy, when the number of random backoff periods is decreased to 0.

= The value of CW will be decreased by one if the channel is idle; and the second CCA will
be performed if the value of CW is not equal to 0. If the value of CW is equal to 0, it means
that the channel is idle; then the node starts data transmission.

= However, if the CCA is busy, the value of CW will be reset to 2; the value of NB is increased
by 1; and the value of BE is increased by 1 up to the maximum BE (Max Backoff Expo),
where the value Max Backoff Expo is by default 5 and can be up to 8.

= The node will repeatedly take random delay if the value of NB is less than the value of Max
CSMA BO (macMaxCSMABackoff), where the value of Max CSMA BO is equal to 4; and
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the transmission attempt fails if the value of NB is greater than the value of Max CSMA
BO.

3.3.2Beacon Order and Super Framer Order

Beacon frame is one of the management frames in IEEE 802.15.4 based WSNs and contains
all the information about the network. A coordinator in a PAN can optionally bound its channel
time using a Superframe structure which is bound by beacon frames and can have an active
portion and an inactive portion. The coordinator enters a low-power (sleep) mode during the

inactive portion.

The structure of this Superframe is described by the values of macBeaconOrder and
macSuperframeOrder. The MAC PIB attribute macBeaconOrder, describes the interval at which
the coordinator shall transmit its beacon frames. The value of macBeaconOrder, BO, and the

beacon interval, Bl, are related as follows:
For 0 < BO < 14, BI = aBaseSuperframeDuration x 289 symbols

If BO = 15, the coordinator shall not transmit beacon frames except when requested to do so,
such as on receipt of a beacon request command. The value of macSuperframeQOrder, SO shall
be ignored if BO = 15.

If SuperFrame Order (SO) is same as Beacon Order (BO) then there will be no inactive period
and the entire SuperFrame can be used for packet transmissions. If BO=10, SO=9 half of the

Superframe is inactive and so only half of Superframe duration is available for packet

th
transmission. If BO=10, SO=8 then G) of the Superframe is inactive and so nodes have only

th
G) of the Superframe time for transmitting packets.

3.4 Energy Models: Sources, Consumption and Harvesting

Wireless nodes, especially sensors, possess limited processing capability, storage and energy
resources. The life of the sensor nodes i.e., the energy consumption during its operation, is
critical to the network performance. Therefore, researchers often need to study energy

consumption at the devices and in the network.

NetSim has a dedicated energy models at sensor nodes (WSN/IoT networks) for modelling

energy sources, energy consumption and energy harvesting.

The power model is user configurable and can be found in the ZigBee Interface properties of
the Sensor nodes as shown below Figure 3-12. The default settings are as per Reference

document [1].
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[ lot_Sensors O x
lot_Sensors » MNETWORK_LAYER
» DATALINK_LAYER
sl ¥ PHYSICAL LAYER
Antenna Gain | 0 | ¥
APPLICATIOMN_LAYER
Antenna Height({m) | 1 ‘
TRANSPORT_LAYER
Connection_Medium WIRELESS
NETWORK_LAYER
Reference Distance d0{m) | ] ‘
INTERFACE_1 (ZIGBEE)
POWER
PowerSource | Battery hd ‘
EnergyHarvesting | On - ‘
RechargingCurrent{ma) | 0.4 ‘
InitialEnergy(mAH) | 0.5 ‘
TransmittingCurrent{mA) | 8.8 ‘
IdleM odeCurrent(ma) | 3.3 ‘
Voltage(V) | 3.6 ‘
ReceivingCurrent(ma) | 0.6 ‘
SleepModeCurrent(mA) | 0.237 ‘
OK Reset

Figure 3-12: Power model properties window
The power source represents the source of energy. Each node has its own single source of
power. Main line power source is assumed to have infinite energy while batteries have limited
initial energy. When energy harvesting is turned on, it replenishes the battery energy. If the

power of a node is completely depleted the node can no longer operate.

The different currents used in the Sensor Battery model calculations are:

TransmitCurrent

ReceiveCurrent
IdleModeCurrent
SleepModeCurrent

The energy consumed in each of these activities would be.
TransmitEnergy = TransmitCurrent * Voltage * Time (for which node transmits packets)
ReceiveEnergy = ReceiveCurrent * Voltage * Time (for which node receives packets)

IdleModeEnergy = IdleModeCurrent * Voltage * Time (in Idle mode)
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SleepModeEnergy = SleepModeCurrent * Voltage * Time (in sleep mode)
TotalEnergy = TransmitEnergy + ReceiveEnergy + IdleModeEnergy + SleepModeEnergy
NetSim also has an Energy-Harvesting Model which is modelled as
EnergyHarvested = RechargingCurrent * Voltage * Time

Hence,
BatteryEnergy (at any time) = InitialEnergy — TotalEnergyConsumed + EnergyHarvested

Energy consumption is calculated individually for each sensor node that is part of the network
scenario. The sensors have various Radio States such as SLEEP, TRX_ON_BUSY,
RX_ON_IDLE, RX_ON_BUSY, RX_OFF. As explained in the formulas above the energy
consumed is proportional to the time for which the node is a particular state. For example, the
time for which a node transmits a packet is equal to the time for which the node is in
TRX_ON_BUSY state. This duration in turn depends on the protocol operation. Thus, the

corelation between protocol operation and energy consumption.

The units in NetSim for current is mA, for Voltage is V and for Total-Energy-Consumed is mJ.
The Unit for Initial-Energy is mAH and this is converted to mJ for calculations since the output

metrics are in mJ. The Initial energy in mAH is converted to m/ using the formula:
Initial Energy (mJ) = Initial Energy (mAH) * Voltage (V) * 3600

For example, if we set Initial energy = 0.5mAH, and if the voltage in 1V then
Initial Energy (mJ) = 1 (0.5 X 3600) = 1800m/

Post simulation NetSim outputs an Energy Metrics table which provides energy consumption of
each device with respect to Transmission, Reception, Idle Mode, and Sleep Mode as shown
below Figure 3-13.

Battery model_Table »

Battery model Bl Detailed View

Device Name Initial energyimJ} | Consumed energy{m/]  Remaining Energy(mJ/)  Transmitting energy(ml} Receiving energy(m))  Idle energy(m))  Sleep enengy(m))

310601

Figure 3-13: Battery model Table in result window showing various categories of energy consumption
for each device. The categories are Initial energy, consumed energy, remaining energy, transmitting
energy, receiving energy, idle energy and sleep energy.

3.4.1 Energy Model source code

The Energy consumed by the sensor devices are computed in the function battery _set_mode()

present in the BatteryModel.c file which belongs to the BatteryModel project. This is called in
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the function fn_NetSim_Zigbee ChangeRadioState() present in the ChangeRadioState.c file
which belongs to ZigBee project. The protocol operations decide the time for which the radio is
in a particular state. The energy calculation function then multiples this time by the current drawn

and the voltage.

Users can implement energy aware protocols by accessing the information such as remaining

energy of each node, when modifying the source code.

3.5 Sensor Application and how to model sensing interval?

Agents and sensing range were used in earlier versions (before v11) of NetSim as an abstraction
of physical phenomenon to trigger packet generation in the sensor nodes respectively. Sensor
nodes generate packets whenever they sense an agent within the sensor range. From NetSim
v11 onwards users have the facility to configure traffic in the sensor network using the

application as shown Figure 3-14.

[ Configure Application | x
Application IZI ¥ APPLICATION
Destination_ID | 5 - ‘
Application] Start_Timels) | 0 ‘
End_Time(s) | 100000 ‘
Src_to_Dest | Show line - ‘
Encryption | MNOME - ‘
Random_Startup | FALSE - ‘
Session_Protocol NOMNE
Transport_Protoccl | upp - ‘
QoS | BE - ‘
Priority Low
IPACKET SIZE
Distribution | CONSTANT - ‘
Value(Bytes) | 50 ‘
INTER _ARRIVAL TIME
Distribution | CONSTANT v ‘
Value{micro sec) | 1000000 ‘
OK Reset

Figure 3-14: Application window
In the application properties, the size of the packet can be set under packet size and the Inter-

arrival time can be thought of as sensor interval.
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Users can now configure traffic between sensor and sink node as well as between the sensor

nodes.

Note that Agents, sensor interval, sensor range are deprecated in NetSim v11.

3.6 WSNI/IOT File Based Placement

File based placement, as the name suggests is an option that can be used to place devices in

user defined locations based on the text file which is provided as the input.
Why do we need File Based Placement?

= File Based Placement gives completely a user-defined approach for device placements
during the process of Network design.

= This feature allows the user to design a large network scenario comprising of various
devices with ease.

= |t allows device placements with precision and so on.

Create a text file as per the following or use the file present in the Docs folder of NetSim Install
Directory < C:\Program Files\NetSim Standard\Docs\Sample_Configuration\|OT>

3.6.1Internet of Things

The text file that we give as an input can be saved as follows: IOT_File_Based_Placement.txt

The general format to be followed while creating an IOT_File_Based_Placement.txt for all the

devices used in it is given below:
<DEVICE_NAME>,<DEVICE_TYPE>,<X>,<Y>

where,

DEVICE_NAME represents the name of the device and can be user defined.

DEVICE_TYPE represents the type of device, and this info can be obtained from the "General

Properties" of that particular device.
X represents the X_Coordinate position of the device upon the grid.
Y represents the Y_Coordinate position of the device upon the grid.

Note: Once after we give a file-based input for device placement, an ad-hoc link will
automatically be established connecting all the devices pertaining to it. And users need to

manually connect the remaining devices using the Wired/Wireless links.
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Must the IOT text file contain only IOT devices?

The IOT txt file can include all the devices that are present in the top ribbon/toolbar when we
select Internet of Things from the home screen. This varies based on the network type. For e.g.

WSN and MANETSs network types support different devices comparatively.
IOT_File_based_placement.txt

Wireless_Sensor,|IOT_Sensors,0,0

Wireless_Sensor,|IOT_Sensors,10,10
Wireless_Sensor,|IOT_Sensors,20,20
Wireless_Sensor,|IOT_Sensors, 30,30
Wireless_Sensor,|IOT_Sensors,40,20
Low_Pan_Gateway,LOWPAN_Gateway,50,10
Router,IOT_ROUTER,60,20

Wired_Node,WIREDNODE,70,20

Open NetSim and click New Simulation - Internet Of Things. In the Fast Config window,
Choose the File Based Placement option under Automatic Placement and give the path of the

text file as shown below Figure 3-15.

gf Grid Settings and Sensor Placement X

Total Grid Settings
Grid Length (m) 100

Grid Length should be between 50 m to 1,000,000 m

Sensor Grid Settings
Side Length (m) 50

Side length should be a muktiple of 50 but less than or

s a sub-grid in which the devices

equal to Grid Length. This

would be placed automatically

Device Placement Strategy
@ Automatic Placement
O Uniform Placement
O Random Placement
@ File Based Placement

C:A\Users\PC\Desktop\IOT_File_Based_ D

(O Manually Via Click and Drop

Cancel

Figure 3-15: Device placement Strategy to File based Placement in IOT

Ver 13.1 Page 40 of 71



After giving the path, Click on OK. It will display the IOT network as shown below, where all

devices are placed as per the positions given in the text file.

¥ Internet_of _Things. Workspace Name: NetSim_12.0.11_64_std_default. - X

File Settings Help

— P P e 3 AdhocLink .0 &4 Plots
< G el 4=
|\';:,‘ s/ s B> _(gir / Wired/Wireless [m] B Packet Trace @
Node  L2Switch  Router  AccessPoint  Sensor  Gateway Links Application T Event Trace Run B, Display Settings
0. . 10 2 4 60 x
o f X%
I J AN~
Wireless_Sensor_1 o M‘m\w.‘
ihe S bin
z A ST
= &1
Wireless_S Low_Pan_Gateway_6
\
3 \ ¥ s el
& & =
Wireless S 3 ! Wireless_Sensor 5 Router. Wired_Node 8
\
ES
Wireless_Sensor_4
420

Figure 3-16: Network Topology in IOT
Connect Low_Pan_Gateway to Router and Router to Wired node. Configure application and run

simulation.

3.6.2Wireless Sensor Networks

Create a text file as per the following or use the file present in the Docs folder of NetSim Install

Directory < C:\Program Files\NetSim Standard\Docs\Sample_Configuration\WSN>
WSN_File_based_placement.txt

Wireless_Sensor,Sensors,5,5

Wireless_Sensor,Sensors,10,10

Wireless_Sensor,Sensors,20,10

Wireless_Sensor,Sensors,5,10

WSN_Sink,SinkNode, 10,15

Open NetSim and click New Simulation > Wireless Sensor Networks. Select File Based
Placement option under Automatic Placement and give the path of the text file as shown below
Figure 3-17.
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EE- Grid Settings and Sensor Placement *
Total Grid Settings

Grid Length should be betwsen 50 m to 1,000,000 m

Sensor Grid Settings

Side Length (m)

Side length should be a multiple of 50 but less than or
equal to Grid Length. This is a sub-grid in which the devices
would be placed automatically

Device Placement Strategy
@ Automatic Placement

O Uniform Placement
O Random Placement

@ File Based Placement

| C:\Users\PC\Desktop'\.WSN_FiIe_Basen| Ei‘]

O Manually Via Click and Drop

Mote: 802154 standard suggets that the distance between
devices should be about m

| OK | Cancel

Figure 3-17: Device placement Strategy to File based Placement in WSN
After giving the path, Click on OK. It will display the WSN network as shown below, where all
devices are placed as per the positions given in the text file.

[ Wsn. Workspace Name: NetSim_12.0.11_64_std_default.
File Settings Help

S %
= - 3% Adhoc Link =) X Plots
E\ \ E (wld B Packst Trace @
Wireless_Sensor  WSN_Sink Links Application Ty Event Trace Run B, Display Settings
0 5 0 5 0 25 30
0
=
— == 7 Yo tink 1
— Pl
- Py
- - s
- T
1 ARy s
P LT A
= e A & //
— -
- b - s v /
5 : = »
£y - N g //1
Wireless_Sensor_1 - P 7 J
- e ya /
- e , /
- L A /
e -~ s /
- - / /
“T A ” / /
v 4 4 2 3
10 1 i 4 ]
7
e 3 & ’ &
Wireless_Sensor_4 Wirgless Sensor 2 7 Wireless_Sensor_3
2
e
’
7
7
/
Z
Eﬂs
5 =
21T
WSN_Sink_5

Figure 3-18: Network Topology in WSN
Note: Please refer section “2.1 Fast configuration” for more information.
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3.7 Model Limitations

= NetSim currently supports only single root in RPL.

= NetSim GUI supports only one RPL instance. Multiple RPL instance can be created by
manually editing the config file.

= DODAG Repair is not supported

= Nodes (sensors) in the NetSim retrieve time from the same (single) virtual clock that ticks
virtual time within NetSim. As such, they can be considered as perfectly time
synchronized. Real world clocks drift from a reference clock due to various reasons
(heat, deficient oscillator, etc.,), resulting in an offset of a few milliseconds per day. In
the COTS version of NetSim, clock drift is not available. This means that it is not possible
to model clocks to run with different rates and/or offsets, in different nodes/sensors.

= Security in 802.15.4 is not implemented.
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4 Featured Examples

Sample configuration files for all networks are available in Examples Menu in NetSim Home
Screen. These files provide examples on how NetSim can be used — the parameters that can

be changed and the typical effect it has on performance.

4.1 10T Example Simulations
4.1.1 Energy Model
Open NetSim, Select Examples->I0OT-WSN->Internet of Things->Energy Model then click on

the tile in the middle panel to load the example as shown in Figure 4-1.

[ Netsim Home

NetSim Standard

Network Simulation/Emulation Platform
Version 13.1.19 (64 Bit)

Mew Simulation Ctl+N  Example Simulations Energy Model Results
Your Work cul+0 > Internetworks Understand energy consumption (battery model) in loT. NetSim has a dedicated
> Cellular Networks & power model for Sensor nodes that are part of WSN/loT networks, We see how to
Examples ) the beacon order parameter affects energy consumption.
P > Advanced Routing
Experiments > Mobile Adhoc Networks
> Software Defined Networks © ‘Superframe order 10 and Beacon order 10| | Superframe order 10 and Beacon order 12
v 10T-WSN
V Internet of Things LOWPAN gateway properties LOWPAN gateway properties
i Beaconmode: Enable Beaconmode: Enable
Working of RPL Protocol in loT Superframe order: 10 Superframe arder: 10
orking o rotecelinlo Beacon order: 10 Beacon order: 12
Made of Operations loT RPL
> Wireless Sensor Networks
- In sample 1: Sleep energy consumed value will be zero in
> u
Cognitive Radio Netwarks Battery Model metrics in the Resulls Window since sensor i in
> LTEand LTE-A © active state all the time. i.e., if SO=10 and BO=10, there won't
License Settings > 1 VANETs be any inaclive portion of the Superframe
. i In sample 2: Sleep energy consumed will be Non-zero since
>
Exit Alt+F4 Satellite Communication sensor goes to sleep mode during the inactive portion of the
> 5G NR Superframe.
Ready to simulate scenarios to understand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then dlick on a tile in the
middle panel to load the simulation. Click on the book icon on the left (Example Si panel to view dos ion (pdf).
Support Learn Documentation Contact Us

Figure 4-1: List of scenarios for the example of Energy

Email - sales@tetcos.com
Phone - +91 767 605 4321
Website: wwwtetcos.cos

Model

The following network diagram illustrates, what the NetSim Ul displays when you open the

example configuration file.

~ BpE-SENSOR_APP

| Py =
_ Adhoclink1 s | A I .22 S0 I
\“‘.\-._ b I e i |
(32} I A e
o O]
| Gateway 2 Router 3

Wired_Node_4

Figure 4-2: Network set up for studying the Energy Model
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Settings done in sample network

1. Grid length(m) =100, Side Length(m) =100, Manually via Click and Drop.

2. In LOWPAN_Gateway change BeaconMode - Enable, Superframe Order - 10, Beacon
Order >10.

3. Channel Characteristic > NO PATHLOSS in Adhoc link Properties.

[ Lowpan_gateway O

LOWPAN_Gateway » MNETWORK_LAYER

¥ DATALINE_LAYER

GENERAL Protocol IEEE802.15.4
APPLICATION_LAYER AckRequest Enable - |
MAC_Address DZE4DBBOF36D

TRAMSPORT_LAYER

BeaconMode Enable -

MNETWORK_LAYER

SuperframeQrder | 10 |
INTERFACE_1 (ZIGBEE) |

BeaconOrder | 10
INTERFACE_2 (WAN)

GTSMode | Enable -

Figure 4-3: Datalink layer Properties for Lowpan Gateway
4. Click on the Application icon present in the top ribbon/toolbar
= Created Sensor Application from Sensor_1 to Wired_Node_4 with default Properties.
5. In NetSim GUI Plots are Enabled.
6. Run the simulate for 100 sec.
7. Check the Battery model in simulation results window, users should get zero value for Sleep
energy (mJ) consumed.
8. Go back to Simulation window change following properties in LOWPAN_Gateway for another
sample.
9. Set Superframe Order (SO) and Beacon Order (BO) as 10 and 12 respectively (0 <= SO <=
BO <= 14)
10. Re-run the Simulate for 100 sec.
11. Check the Battery Model metrics in metrics window, users should get non-zero value for

Sleep energy consumed.

Results: In Superframe order 10 and Beacon order 10 Sample, users can observe sleep
energy consumed value will be zero in Battery Model metrics in the Results Window since
sensor is in active state all the time. i.e., if SO=10 and BO=10, there won'’t be any inactive portion

of the Superframe.

In Superframe order 10 and Beacon order 12 Sample, sleep energy consumed will be non-

zero since sensor goes to sleep mode during the inactive portion of the Superframe.
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4.1.2Working of RPL Protocol in loT
Open NetSim, Select Examples->IOT-WSN->Internet of Things->Working of RPL Protocol

in loT then click on the tile in the middle panel to load the example as shown in Figure 4-4.

[ Netsim Home

NetSim Standard
Network Simulation/Emulation Platform

Version 13.1.19 (64 Bit)

New Simulation Ctrl+N  Example Simulations Waorking of RPL Protacol in loT Results
Your Work Ctrl+0 > Internetworks Understand the working of RPL protacol in loT
> Cellular Networks (L Working of RPL protacel in IoT
forking of RPL protocol in o'
Examples > Advanced Routing
Experiments > Mobile Adhoc Networks ‘
> | Software Defined Networks 1 Routing protocol: RPL
v ¥ IOT-WSN Involves code changes to the
B RPL file in the RPL source code
¥ Internet of Things
Energy Model

Working of RPL Protacol in loT

Mode of Operations loT RPL
> Wireless Sensor Netwarks

> Cognitive Radio Networks
> LTE and LTE-A ©

Li Settings e -

icense 19 > 7 VANETs —n

Exit Ale+F4 > Satellite Communication Moded E]
> 5G NR Moded 15

Noda s

Ready to simulate scenarios to understand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then click on a tile in the
middle panel to load the simulation. Click on the book icon on the left (Example Simulations) panel to view dacumentation (pdf).

Support Learn Documentation Contact Us

User Manual Email - sales@tetcos.com
olog ar Phone - +91 767 605 4321
Cod Website : wiwwfelc

Figure 4-4: List of scenarios for the example of Working of RPL Protocol in loT
The following network diagram illustrates, what the NetSim Ul displays when you open the

example configuration file.
51 .

Sr—— N
g === = o
Wireless_Sensor_1 ™~ Wireless Sevsqr 2

5 /:i 7 8
P Ryt i R s LY
= /7%‘ A 7 =
—= 27 nanocunk1 | 6LOWPAN Gateway 6 & Wired_Node 8

fireless_Sensor_ 3

Wireless_Sensor_5

Figure 4-5: Network set up for studying the Working of RPL Protocol in loT

Settings done in sample network:

1. Grid length(m) - 100m, Side Length(m) = 50, Manually via Click and Drop.
2. Routing protocol has set as RPL for 6LOWPAN Gateway and Sensor. Go to properties >

Network Layer > Routing Protocol as shown Figure 4-6.
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v lot_Sensors O X

v NETWORK_LAYER

lot_Sensors

Routing Protocol RPL -
GENERAL INSTANCE_ID [ 15
APPLICATION_LAYER NODE_TYPE ROUTER

DAO_DELAY(s) l 1

TRANSPORT_LAYER
DIS_INITIAL_DELAY(ms) | 200
DIS_INTERVAL{ms) [ 100
INTERFACE_1 (ZIGBEE) -
Figure 4-6: Routing Protocol to RPL in Network layer
3. In Adhoc Link Properties change Channel characteristics - Path Loss only, Path Loss Model
- Log Distance and path loss exponent > 3.5

4. Application properties has set as shown in below Table 4-1.

Application Properties

Application ID| Application Type Source Id

1 SENSOR_APP 1 8
2 SENSOR_APP 3 8
3 SENSOR_APP 5 8

Table 4-1: Application properties
Procedure to get detailed RPL log file:

= Go to NetSim Home page and click on Your work.

= Click on Workspace Options and then click on Open Code and open the codes in Visual
Studio. Set x86 or x64 according to the NetSim build which you are using.

= Go to the RPL Project in the Solution Explorer. Open RPL.h file and change //#define
DEBUG_RPL to #define DEBUG_RPL as shown below Figure 4-7.
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D Fle Edt View Project Buld Debug Tet Anshae Took Extensions Window Help  SewchVeousStodc(CleQ) P Netsim ® - o x
(OO Bt RM[D -0 Debug + abt - b Local Windows Debugger » | & _ % | m | W U W, guvesre 2 TR

Salution Explorer
CORB-|o-SEB| o p=

Search Solution Explorer

(Global Scope) = I -

* intellectual property rights therein shall ressin

si0jd)g sansas

: Author:  Shashi Kant Suman . b B OSPF -
. 3 p2p

=1 ¢ R Routing

4 WIRPL

*8 References

4 Extemal Dependencies

€ DAOe

€ Dioc

€ Disc

© DODAG.c
€ Neighbor.c

€ RPLc

B RPLA

€ RPLenum.c

B RPL_enumh

€ RPL Messagec

B RPL_Messageh

€ SequenceNumber.c
L P € Tnckec
“MetworkStack. 1457) Solution Explorer | RE

,"RPLLiD. 11t

ogjeo]

=/ RFC's o
tos://tools ietf org/Minl/rFCBSSR //RPL
https://tocls. jetf.org/Minl/rfce2e6  //The Trickle Algorithm

Output
Show output from: Build it aEE

15040.0bj : warning LNKABTS: ignoring '/EDITANDCONTINUE' due to '/INCREMENTAL:NO' specification P
1> Creating library ..\..\..\bin\bin_x64\RPL.1ib and cbiect ..\..\..\bin\bin_x64\RPL.exp

1DLING : warning LNK4@98: defaultlib "MSVORT' conflicts with use of other libs; use /NODEFAULTLIB:library

1>Generating code

1>Finished generating code

1>RPL14b. 1ib(RPLLib.0b]) : warning LNK4@99: POB 'RPLLib.pdb’ was not found with ‘RPL1ib.1ib(RPLLib.obj)* or at
1>1P.1ib(IPLib.obj) : warning LNK4@99: PD@ 'IPLib.pdb’ was not found with ‘IP.1ib(IPLib.obj)’ or at NetSi
D>list.lib(List.obj) : warning LNK4899: POB 'List.pdb’ was not found with 'list.lib(List.obj)' or at
1>RPL.vexproj -> Di\NetSim_12.9.16_64_pro_defaultysrc\Simulation\RPLA..\..\..\bin\bin_x64\RPL.d11
1>Done building project “RPL.vcxproj®.

=sszsss==s Rebuild ALl: 1 succeeded, 8 failed, B skipped =sessmezses

\NetSim_12.0.16_64_pro_default\bin\bin_x64\RPL1ib.pdb’
.0.16_64_pro_default\bin\bin_x64\IPLib.pdd*; linking ob
.16_64_pro_default\bin\bin_x64\List.pdb’; linking ob_ |

Figure 4-7: Visual Studio
= Right click on the RPL project in the solution explorer and click on rebuild.

= After the RPL project is rebuild successful, go back to the network scenario.
5. In NetSim GUI Plots are Enabled. Run simulation for 100 sec and go to Result window ->

Log Files, open rpl log file.

@ Simulation Results. - o X
Ere— ok ewwene ax
Uk etrics Application_Metrics [] Detailed View | TCP_Metrics [] Detailed View
teue Metics Application Id  Throughput Plot Application Name ~ Packet generated  Packet receive | Source Destination ~ SegmentSent  Segment Received  Ack Sent  Ack Receiv
TCP_Metrics 1 Application Throughput plot  App1_SENSOR_APP 100 8 WIRELESS_SENSOR_1 ANY_DEVICE 0 0 0 0
1P_Metrics 2 Application Throughput plot  App2 SENSOR_APP 100 65 WIRELESS_SENSOR 2 ANY_DEVICE 0 0 0 0
> IP_Forwarding_Table Application Throughput plot  App3 SENSOR APP 100 17 WIRELESS SENSOR 3 ANY_DEVICE 0 0 0 0
UDP Metrics WIRELESS_SENSOR_4 ANY_DEVICE 0 0 0 0
» IEEE802.15.4_Metrics WIRELESS_SENSOR_5 ANY_DEVICE 0 0 0 0
Battery model 6_LOWPAN_GATEWAY_ 6 ANY_DEVICE 0 0 0 0
Application_Metrics ROUTER_7 ANY_DEVICE 0 0 0 0
" WIRED_NODE 8 ANY_DEVICE 0 0 0 0

> Link_Throughput
> Application_Throughput

¢

Link_Metrics [[] Detailed View | Queue_Metrics [[] Detailed View
Export Results (.xds/.csv) . - Packet_transmitt.. Packet_errored  Packet_collided Deviceid Portid Queued_packet Dequeued packet Dropped_packet
Print Results (.html) Uik i Lnk Mecopfpra plot Data Control Data Control Data Control 6 2 185 185 0
Al NA 773 1052 0 0 9% 146 7. 1 16 16 0
1 Link throughput £#7 019 0 0 9% 146
2 Link_ throughput 168 33 0 0 0 0
v LogFiles 3 ik hy 168 0 0 0 0 0
ospflog

o;il Hello.log

Restore To Original View

Figure 4-8: Simulation Result window
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Results

7 rpllog - Netepad
File Edit Format View Help

ode '2': received a new/modified message from node '6' with dodag_id = 'FDEC:3017:E256:9BB8:1FE7:CA28:7F00: E482"

node was isolated, now found dodag_id = "FDEC:3@17:E256:9888:1FE7:CA28:7F00:EA82"

node chosen parents and siblings in dodag_id = 'FDEC:3017:E256:98B88:1FE7:CA28:7F08:E482": new rank = 15, parents = [(6)], siblings = []

node "4': received a new/modified message from node '6' with dodag_id = 'FDEC:3@17:E256:9888:1FE7:CA28:7F00: EAB2"

node "4': was isolated, now found dodag_id - "FDEC:3017:E256:9BB88: 1FE7:CA28:7F08:E4B2"

node "4': chosen parents and siblings in dodag_id - 'FDEC:3017:E256:9888:1FE7:CA28:7F00:E482": new rank = 15, parents = [(6)], siblings - []

Node '6',12.129ms: received dao msg with new route information. dest = FDEC:3017:E256:9BB8:1FE7:F726:0AMA:B60B, gateway= FDEC:3017:E256:9BBS: 1FE7:F726:0AA:B60B.
Node '6',16.737ms: received dao msg with new route information. dest = FDEC:3917:E256:98B8:1FE7:6393:0036:18EB, gateway= FDEC:3017:E256:9BB8:1FE7:6393:0036:18E8.
node "1': received a new/modified message from node '4' with dodag_id - 'FDEC:3017:E256:9888:1FE7:CA28:7F00: E4B2"

node "1': was isolated, now found dodag_id = "FDEC:3017:E256:9BB8: 1FE7:CA28:7F00:EA82"

node "1': chosen parents and siblings in dodag_id = ‘FDEC:3017:E256:9888:1FE7: = [(4)], siblings = []

node *2': received a new/modified message from node 4’ with dodag_id - 'FDE( 1E256: :CA28:7F00:

node '2°: "4’ sent a modified DIO message and is a member of dodag_id - 'FDEC:3@17:E256:98B8:1FE7:CA28:7F00:E482", reevaluating our neighbors

node "2': chosen parents and siblings in dodag_id - 'FDEC:3017:E256:9888:1FE7:CA28:7F00:E482": new rank = 15, parents - [(6)], siblings - [4]

node '3': received a new/modified message from node '4' with dodag id = 'FDEC:3017:E256:9888:1FE7:CA28:7F00: EAB2"

node '3': was isolated, now found dodag_id = 'FDEC:3817:E256:9BB8: 1FE7: CA28:7F00:E482"

node '3': chosen parents and siblings in dodag_id = 'FDEC:3017:E256:9BB8:1FE7:CA28:7F00:EA82": new rank = 28, parents = [(4)], siblings = []

node '5': received a new/modified message from node 4’ with dodag_id = 'FDEC:3017:E256:9888:1FE7:CA28:7F00: EA82"

node *5': was isolated, now found dodag_id = "FDEC:3017:E256:9BB88: 1FE7:CA28:7F08:E4B2"

node '5': chosen parents and siblings in dodag_id - 'FDEC:3017:E256:9888:1FE7:CA28:7F00:E4B2": new rank = 27, parents = [(4)], siblings - []

Node '4',27.146nms: received dao msg with new route information. dest B8 : 1FE7: 3530: EBEA: FSE7, gateway= FDEC:3@17:E256:9888:1FE7:3530:E8EA:FSET,
node '1': received a new/modified message from node '2' with dodag_id

node '1': '2' sent a modified DIO message and is a member of dodag id = 017: £256:9888: 1FE7:CA28: 7F00: 482", reevaluating our neighbors

node '1': chosen parents and siblings in dodag_id = 'FDEC:3017:E256:9BB8:1FE7:CA28:7F00:E482": new rank = 28, parents = [4, (2)], siblings = []

node "1': in dodag_id = 'FDEC:3017:E256:9888:1FE7:CA28:7F00:E482", updated dodag config (i = 3, i_doublings = 20, c_treshold = 10, max_rank_inc = @, min_hop_rank_inc = @)
node '3': received a new/modified message from node '2' with dodag_id = 'FDEC:3@17:E256:9888:1FE7:CA28:7F00: EAB2"

node '3': "2' sent a modified DIO message and is a member of dodag_id = 'FDEC:3017:E256:98B8:1FE7:CA28:7F0:E482", reevaluating our neighbors

node *3': chosen parents and siblings in dodag_id - 'FDEC:3017:E256:9888:1FE7:CA28:7F08:E482": new rank = 28, parents = [(4), 2], siblings = []

node *3': in dodag_id - 'FDEC:3@17:E256:9688:1FE7:CA28:7FE0:E482", updated dodag config (i_min - 3, i_doublings - 20, c_treshold - 10, max_rank_inc - @, min_hop_rank_inc = @)
node '4': received 2 new/modified message from node '2' with dodag id = 'FDEC:3017:E256:98B8:1FE7: :

node '4': '2' sent a modified DIO message and is a member of dodag id = 'FDEC:3017:E256:98B8:1FE7:CA28:7F00:E482', reevaluating our neighbors

node "4': chosen parents and siblings in dodag_id = 'FDEC:3017:E256:9B88:1FE7:CA28:7F00:E482": new rank = 15, parents = [(6)], siblings = [2]

Node *2°,40.617ms: received dao msg with new route information. dest BB8 : 1FE7: 3530: EBEA: FSE7, gateway= FDEC:3017:E256:9BB8:1FE7:3530:EBEA: FSET.
node "1': received a new/modified message from node '3' with dodag_id :

node "1': *3' sent a modified DIO message and is a member of dodag_id = ° 017: £256:9858: 1FE7:CA28: 7F0@: 482", reevaluating our neighbors

node "1': chosen parents and siblings in dodag_id - 'FDEC:3017:E256:9B88:1FE7:CA28:7F00:E482": new rank = 28, parents = [4, (2)], siblings = [3]

node '3': received a new/modified message from node ‘5’ with dodag id - 'FDEC:3@17:E256:9888:1FE7:CA28:7F00: E4B2"

node '3': '5' sent a modified DIO message and is a member of dodag id = 'FDEC:3017:E256:98B8:1FE7:CA28:7F00:E482', reevaluating our neighbors

node '3': chosen parents and siblings in dodag id = 'FDEC:3017:E256:9B88:1FE7:CA28:7F00:E482": new rank = 28, parents = [(4), 2, 5], siblings = []

node '3': in dodag_id - 'FDEC:3@17:E256:9888:1FE7:CA28:7F00:E482", updated dodag config (i_min = 3, i_doublings = 20, c_treshold = 10, max_rank_inc = @, min_hop_rank_inc = @)
node '3': received a new/modified message from node '1' with dodag_id = 'FDEC:3017:E256:9888:1FE7:CA28:7F00: E482"

node *3': "1 sent a modified DIO message and is a member of dodag_id = 'FDEC:3017:E256:98B8:1FE7:CA28:7F@:E482", reevaluating our neighbors

node *3': chosen parents and siblings in dodag_id - 'FDEC:3017:E256:9888:1FE7:CA28:7F00:E4B2": new rank = 28, parents = [(4), 2, 5], siblings - [1]

Figure 4-9: RPL log file
The observations of rpl log file which is generated in NetSim is given in the below Table 4-2.

Updated
Parent list Parent
Node ID

Updated
Rank

Sibling
Node ID

Received DIO From Node ID

Node 2,
Node 2 Node 3 Node 3,
Node 4
Node 2 15 15 Node 6 Node 6 Node 4 Node 4, Node 6
Node 2,
Node 3 28 28 Node 4, Node 4 Node 1
Node 5

Node 4 15 15 Node 6 Node 6 Node 2

Node 2,

Node 1 30 28 Node 4

Node 1, Node 2,
Node 4, Node 5

Node 2,
Node 6
Node 5 27 27 Node 4 Node 4 - Node 4

Table 4-2: RPL Log file contains Rank, Updated Rank, parent list, Updated Parent Node ID, Sibling
Node ID and Received DIO From Node ID etc.

The above table can be summarized as follows:

DIO message is sent by the root node, i.e. LoWPAN Gateway, with Rank 1 to Sensor 2 and
Sensor 4 as shown Figure 4-10.
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Figure 4-10: DIO messages sent by the LOWPAN Gateway to Sensors
On receiving the DIO message, Node 4 will recognize the DODAG Id of Root Node and identifies
it as Parent node. Rank of Node 4 will get updated to 15. Also, Node 2 is recognized as sibling
of Node 4.

Now, node 4 will broadcast DIO message to other nodes as shown Figure 4-11.
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Figure 4-11: Wireless Sensor 4 broadcasting DIO message to other Sensors
Node 1 receives DIO message from Node 4 and it identifies the DODAG Id of Node 4. Hence,
Node 1 recognizes Node 4 as the Parent Node. Rank of Node 1 will get updated to 30. As Node
3 is within the range of Node1, Node 3 is identified as a sibling of Node1.

Node 1 will then broadcast DIO messages as shown Figure 4-12.
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Figure 4-12: Wireless Sensor 1 broadcasting DIO message to other Sensors
Node 2 receives the DIO message from Node 6 and identifies it as Parent node. The Rank of
Node 2 gets updated to 15. Node 2 now broadcasts the DIO message to other nodes as shown

Figure 4-13.
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Figure 4-13: Wireless Sensor 2 broadcasting DIO message to other Sensors
Node 3 receives DIO message from Node 2 and the rank of Node 3 gets updated to 28. Node

2 is identified as the parent node of Node 3.

Node 3 then broadcasts DIO message to other nodes as shown Figure 4-14.
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Figure 4-14: Wireless Sensor 3 broadcasting DIO message to other Sensors

Node 5 receives DIO message from Node 3, hence, it identifies Node 4 as th parent node. The
rank of Node 5 gets updated to 27.

Node 5 then broadcasts DIO message as shown Figure 4-15.
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Figure 4-15: Wireless Sensor 5 broadcasting DIO message to other Sensors
Further, Node 1 receives DIO message from Node 2 and the parent list of Node 1 gets updated
to Node 4 and Node 2. Also, the rank of Node 1 gets updated to 28.

According to the link quality, DODAG is formed.
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= Node 2 and Node 4 are siblings and their parent is Node 6 (Root Node). Rank is 15.
= Node 1 and Node 3 are siblings.

o Node 1 established its parent as Node 2. Rank is 28.

o Node 3 establishes its parent as Node 4. Rank is 28.

= Node 5 doesn’t have any siblings and establishes its parent as Node 4. Its rank is 27.
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Figure 4-16: Based on link quality, DODAG is formed and Rank assiged to sensors and lowpan gateway

4.1.3 Modes of Operation in loT RPL

The DODAG nodes process the DAO messages according to the RPL Mode of Operations
(MOP), which are presented below. Independent of the MOP used, DAO messages may require

reception confirmation, which should be done using DAO-ACK messages.

Although it is designed for the Multipoint-to-Point (MP2P) traffic pattern, RPL also admits the
data forwarding using Point-to-Multipoint (P2MP) and Point-to-Point (P2P). In MP2P, the nodes
send data messages to the root, creating an upward flow as shown in Figure 4-17: Multipoint to
Point. In P2ZMP, sometimes termed as multicast, the root sends data messages to the other

nodes, producing a downward flow depicted in Figure 4-18: Point to Multipoint..

In P2P, a node sends messages to the other node (non-root) of DODAG,; thus, both upward and
downward forwarding may be required as illustrated in Figure 4-19: Point to Point. RPL defines
four MOPs that should be used considering the traffic pattern required by the application and
the computational capacity of the nodes. In the first, MOP 0 (Point to multipoint), RPL does not
maintain downward routes; thus, consequently, only MP2P traffic is enabled. In non-storing
MOP (MOP 1 (Multipoint to point)), downward routes are supported, and the use of P2P and
MP2P is allowed. However, all downward routes are maintained in the root node. Thus, the total

downward traffic should be initially sent to the DODAG root and subsequently be forwarded to
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its destination as shown in Figure 4-20: RPL Non-Storing Mode. In storing without multicast
MOP (MOP 2 (Point to point)), downward routes are also supported, but are different from MOP
1; the nodes maintain, individually, a routing table constructed using DAO messages to provide
downward traffic. Hence, downward forwarding occurs without the use of the root node, as
illustrated in Figure 4-21: RPL Storing Mode. Storing with multicast MOP (MOP 3 (non-Storing
mode)) has a functioning similar to MOP 2 (Point to point) plus the possibility of multicast data
sending. This type of transmission permits the non-root node to send messages to a group of

nodes formed using multicast DAOs.

Root Node Root Node

Figure 4-17: Multipoint to Point Figure 4-18: Point to Multipoint Figure 4-19: Point to Point
Root Mode
\ @ rootHos:

:1. f\I

Figure 4-20: RPL Non-Storing Mode ) )
Figure 4-21: RPL Storing Mode

Open NetSim, Select Examples->IOT-WSN->Internet of Things->Mode of Operations loT

RPL then click on the tile in the middle panel to load the example as shown in Figure 4-22.
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[ NetSim Home

NetSim Standard

Network Simulation/Emulation Platform

Version 13.1.19 (64 Bit)

New Simulation Ctrl+N  Example Simulations Mode of Operations loT RPL Results
3 s Internetworks Understand the different modes of operation in RPL
Your Work Cul+O 1. Multipoint to Point
> Cellular Networks (. 2. Point to Multipoint 7
Examples > | Advanced Routing 3, Paint te Point i T
Experiments > | Mobile Adhoc Networks f QIrUWSlUr:”i Mode o e
> | Software Defined Networks - >toring Mode o fos |
v IOT-WsN [& 3
v Internet of Things Multipoint to Point Non Storing Mode ] e
Energy Model ) Set Routing protocol as RPL Set Routing protocol a5 RPL =
Working of RPL Protocol in loT Configure 3 Sensor Application Configure 1 Sensor Application
Mode of Operations loT RPL| From sensor 1,3,8 to Wired node 11 from sensor 3 to sensor 8
> Wireless Sensor Networks
> | Cognitive Radio Networks .
> [TEand LTE-A -
License Settings > VANETs &
Point to Multipoint Point to Point
Exit Alt+F4 > Satellite Communication
> 7 SGMRE Set Routing pratocol as RPL Set Routing protocol as RPL
Configure 3 Sensor Application Configure 1 Sensor Application
from Wired node 11 to sensor 1,3.8 from sensor 1 to sensor 5
Ready to simulate scenarios ta understand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then click on a tile in the
middle panel to load the simulation. Click on the book icon on the left (Example lati panel to view doa (pdf).
Support Learn Documentation Contact Us

Manual Email - sales@tetcas.com
e chnalogy Libra

] I g Phone - +91 767 605 4321
Email - su @ S C ‘Website : www.tetc >

Figure 4-22: List of scenarios for the example of Mode of Operations loT RP
The following network diagram illustrates, what the NetSim Ul displays when you open the

example configuration file.
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Figure 4-23: Network set up for studying the Mode of Operations loT RPL
4.1.3.1 Multipoint to Point

Settings done in sample network
1. Grid length(m) - 100m, manually via Click and Drop.

2. Routing protocol has set as RPL for 6LOWPAN Gateway and Sensor. Go to properties >
Network Layer - Routing Protocol as shown Figure 4-24.
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mi |ot_Sensors X

lot Sensors ¥ NETWORK_LAVER
GENERAL Frotocol IPV6

Processing_Delay (Microsec) ‘ 0.0 ‘
APPLICATION_LAYER

Routing Protocol ‘ RPL hd ‘
TRANSPORT_LAYER

INSTANCE_ID ‘ 15 ‘

METWORK_LAYER
NODE_TYPE ROUTER

INTERFACE_1 (ZIGBEE) 1 ‘

DIS_IMITIAL_DELAY(ms) ‘ 200 ‘

DAO_DELAY(s)

DIS_INTERVAL{ms) 100 ‘

Figure 4-24: Routing Protocol to RPL in Network layer
3. In Adhoc Link Properties change Channel characteristics - Path Loss only, Path Loss Model
- Log Distance and path loss exponent > 4.2.
4. Application properties has set as shown in below Table 4-3.

Application Properties

Application ID  Application Type | Source ld| Destination Id

1 SENSOR_APP 1 11
2 SENSOR_APP 3 11
3 SENSOR_APP 8 11

Table 4-3: Application properties
5. In NetSim GUI Plots are Enabled. Run simulation 100s and observe that all the sensors are

sending data to route node in animation window and also in packet trace.

Result

Animation window: The nodes send data messages to the root, creating an upward flow,
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B NetSim Packet Animation
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15 0 Sensing App3_SENSOR_APP SENSOR-8 NODE-11

0 N/A Control_Packet DAD SENSOR-4 SENSOR-5
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<0 ]

Packet trace: Once the simulation is completed, to view the packet trace file, click on “Open
Packet Trace” option present in the left-hand-side of the Results Dashboard and filter the
PACKET_TYPE to Sensing. you can observe the flow of Sensor Application packets as shown

below:

Settings done in sample network

Figure 4-25: Animation window for Multipoint to Point

Figure 4-26: Packet Trace for Multipoint to Point
4.1.3.2 Point to Multipoint

1. Set the all the properties same as Multipoint to Point scenario
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2. Application properties has set as shown in below Table 4-4.

Application Properties
Application Type Source Id

Destination Id

Application ID

1 SENSOR_APP 11 1
2 SENSOR_APP 11 3
3 SENSOR_APP 11 8

Table 4-4: Application properties
3. In NetSim GUI Plots are Enabled. Run simulation 100s and observe that all the sensors are

sending data to route node in animation window and also in packet trace.

Result
Animation window: Root sends data messages to the other nodes, producing a downward

flow.

B MetSim Packet Animation
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0 N/A Control_Packst DAQ SENSOR-1 SENSOR-2
0 N/A Control Packet DAC SENSOR-6 SINKNODE-9
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Figure 4-27: Animation window for Point to Multipoint
Packet trace: Once the simulation is completed, to view the packet trace file, click on “Open

Packet Trace” option present in the left-hand-side of the Results Dashboard and filter the

PACKET_TYPE to Sensing, you can observe the flow of Sensor Application packets as shown

below:
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PACKET_ID| - | SEGMENT_ID| - | PACKET TYPE -T|CONTROL PACKET TYPE/APP_NAME| - SOURCE ID|~ | DESTINATION_ID ~ | TRANSMITTER_ID ~|RECEIVER ID|~

Figure 4-28: Packet trace for Point to Multipoint
4.1.3.3 Point to Point

Settings done in sample network

1. Set the all the properties same as Multipoint to Point scenario.
2. Application properties has set as shown in below Table 4-5.

Application Properties

Application ID| Application Type Source Id Destination Id
SENSOR_APP
Table 4-5: Application properties

3. In NetSim GUI Plots are Enabled. Run simulation 100s and observe that all the sensors are

sending data to route node in animation window and also in packet trace.

Result
Animation window: Root sends data messages to the other nodes, producing a downward

flow.
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B MetSim Packet Animation
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Figure 4-29: Animation window for Point to Point

Packet trace: Once the simulation is completed, to view the packet trace file, click on “Open
Packet Trace” option present in the left-hand-side of the Results Dashboard and filter the
PACKET_TYPE to Sensing, you can observe the flow of Sensor Application packets as shown

below:

A
PACKET_ID

Figure 4-30: Packet trace for Point to Point
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4.1.3.4 Non-storing Mode

Settings done in sample network

1. Set the all the properties same as Multipoint to Point scenario.

2. Application properties has set as shown in below table:

3. In NetSim GUI Plots are Enabled. Run simulation 100s and observe that all the sensors

Application ID| Application Type

1

Application Properties

SENSOR_APP
Table 4-6: Application properties

Source Id

3

Destination Id

are sending data to route node in animation window and also in packet trace.

Result

Animation window: In non-storing MOP (MOP 1 (Point to Multipoint)), downward routes are
supported, and the use of P2P and MP2P is allowed. However, all downward routes are
maintained in the root node. Thus, the total downward traffic should be initially sent to the

DODAG root and subsequently be forwarded to its destination.

Packet trace: Once the simulation is completed, to view the packet trace file, click on “Open
Packet Trace” option present in the left-hand-side of the Results Dashboard and filter the

PACKET_TYPE to Sensing, you can observe the flow of Sensor Application packets as shown

below:
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Figure 4-31: Animation window for RPL Non-Storing Mode
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Figure 4-32: Packet trace for RPL Non-Storing Mode
4.1.3.5 Storing Mode

Settings done in sample network

1. Set the all the properties same as Multipoint to Point scenario

2. Application properties has set as shown in below Table 4-7.

Application Properties

Application ID Application Type Source Id Destination Id
SENSOR_APP
Table 4-7: Application properties

3. In NetSim GUI Plots are Enabled. Run simulation 100s and observe that all the sensors are

sending data to root node in animation window and also in packet trace.

Result

Animation window: In storing without multicast MOP (MOP 2 (Point to point)), downward
routes are also supported, but are different from MOP 1 (Point to multipoint); the nodes maintain,
individually, a routing table constructed using DAO messages to provide downward traffic.
Hence, downward forwarding occurs without the use of the root node
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Figure 4-33: Animation window for RPL Storing Mode
Packet trace: Once the simulation is completed, to view the packet trace file, click on “Open

Packet Trace” option present in the left-hand-side of the Results Dashboard and filter the
PACKET_TYPE to Sensing, you can observe the flow of Sensor Application packets as shown

below.

PACKETID |+ | SEGMENT.ID |+ | PACKET_TYPE T CONTROL_PACKET_TYPE/APP_NAME -] SOURCEID ~ IDESTINMTICH‘\.UD - ITRANSM\TFER,ID - IRECEIVERJD -
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Figure 4-34: Packet trace for RPL Storing Mode
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4.2 WSN Example Simulation

4.2.1 Beacon Time Analysis

Open NetSim, Select Examples->IOT-WSN->Wireless Sensor Networks->Beacon Time

Analysis then click on the tile in the middle panel to load the example as shown in Figure 4-35.

[ Netsim Home - @ X

NetSim Standard
Network Simulation/Emulation Platform ﬁ
Version 13.1.19 (64 Bit)

New Simulation Ctrl+N  Example Simulations Beacon Time Analysis Results
> Cellular Networks i -
Jour Work o The parameter BO decides the lengih of beacon interval (B). where Bl
Advanced Routing aBaseSuperframeDuration x 2BO symbols and 0 < BO < 14; while the parameter otp
Examples Mabile Adhoc Netwarks SO decides the length of superframe duration (SD)where SD= * -t

aBaseSuperframeDuration x 250 symbols and 0 < SO < BO < 14

>
>
> Software Defined Networks
v

Experiments
10T-WSN Beacon Time Analysis

V' Internet of Things

Energy Model Interface (Wireless) in datalink layer
Working of RPL Protocol in loT Beacon mode: Enable
Mode of Operations |oT RPL Superframe Order: 10

Beacon Order: 12

V' Wireless Sensor Networks
Routing Protocol: DSR

CAP Time Analysis

Beacon Time Analysis hecesce Bescon T Cacusion

WSN Static Route

License Settings > Cognitive Radio Networks
> LTEand LTE-A

Exit Alt+F4 N VANETs
> Satellite Communication
> 5G NR

Ready to simulate scenarios to understand the working of the different technology libraries in NetSim. Expand and click on the file name to display simulation examples. Then click on a tile in the
middle panel to load the simulation. Click on the book icon on the left (Example Simulations) panel to view documentation (pdf)

Support Learn Documentation Contact Us

Manual Email - sales@tetcos.com
Phone - +91 767 605 4321
Website : 5.C0

Figure 4-35: List of scenarios for the example of Beacon Time Analysis
The following network diagram illustrates, what the NetSim Ul displays when you open the

example configuration file.

5;@,?{\_‘

Adhoc Link Fas o
S

T2
B

WSN_Sink 3

Figure 4-36: Network set up for studying the Beacon Time Analysis

Settings done in sample config file

1. The following Environment properties are already set, as Manually Via Click and Drop.
2. In SinkNode->INTERFACE_1(Zigbee)> Datalink Layer enable Beacon mode set Superframe
Order (SO) -> 10 and Beacon Order (BO) -> 12

Ver 13.1 Page 64 of 71



BeaconMode Enable b

SuperframeOrder 10

BeaconOrder 12

Figure 4-37: Datalink layer Properties window for Sink node

3. In Adhoc Link Properties change Channel characteristics-> Path Loss only, Path Loss Model

-> Log Distance and path loss exponent ->2.
4. Generate SENSOR_APP Traffic Between Wireless_Sensor_1 to WSN_Sink_3 and set the

transport layer protocol as UDP and other properties are default.

5. Enable Packet Trace and Plots.

6. Set Simulation time as 200 sec.

Theoretical Beacon Time Calculation

Beacon Interval (Bl)= Super Frame duration (Active Period) + Inactive Period (IP).
Bl = abasesuperframe duration*2 ABO = 15.36ms * 212 = 62914.56ms ~ 62s.

SD = abasesuperframe duration*2 ASO = 15.36ms * 2410 = 15728.64ms.

To find Inactive period, IP = Bl — SD = 62914.56ms - 15728.64ms = 47185.92ms.
Super Frame duration is divided into 16 slots (15t slot is allocated for beacon frame).
Each slot time = 15728.64ms / 16 = 983.04ms

NetSim Results:

Open packet trace and filter CONTROL_PACKET_TYPE to Zigbee BEACON_FRAME,
users should get four zigbee beacon_frames at 0, 62.9, 125.8, 188.7 secs (approx.) for
each Sensor_Node, because the time interval between two beacons frames is 62
seconds. Since we have 2 nodes so user can get 4 beacon frames for each node.

4 beacons were transmitted, so beacon time = 983.04ms * 4 = 3932.16millisec (since 1

beacon = 1 time slot). Check the beacon time in IEEE 802.15.4 metrics window.

4.2.2 CAP Time Analysis
Open NetSim, Select Examples->IOT-WSN->Wireless Sensor Networks->CAP Time

Analysis then click on the tile in the middle panel to load the example as shown in Figure 4-38.
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Figure 4-38: List of scenarios for the example of CAP Time Analysis

The following network diagram illustrates, what the NetSim Ul displays when you open the

example configuration file.

..‘%2

Wireless_Sensor_2

WSN_Sink_3

Figure 4-39: Network set up for studying the CAP Time Analysis

Settings done in example config file

1. The following Environment properties are already set, as Manually Via Click and Drop.
2. In SinkNode->INTERFACE_1(Zigbee)> Datalink Layer enable Beacon mode set Superframe
Order (SO) -> 10 and Beacon Order (BO) -> 12

BeaconMode Enable b
SuperframeOrder 10
BeaconOrder 12

Figure 4-40: Datalink layer Properties window for Sink node
3. In Adhoc Link Properties change Channel characteristics -> Path Loss only, Path Loss
Model -> Log Distance and path loss exponent -> 2.
4. Generate SENSOR_APP Traffic Between Wireless_Sensor_1 to WSN_Sink_3 and set the
transport layer protocol as UDP other properties are default.
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5. Enable Packet Trace and Plots.

6. Set Simulation time as 100 sec.

Theoretical CAP Time Calculation

= To find CAP time, Bl is 62914.56ms -> So in 100s, two beacon frames should be

transmitted at 0 & 62s.

=  Check no. of beacon frames transmitted in 802.15.4 metrics.

= Here CFP = 0 because there is only 1 sensor.

= CAP Time = SD — beacon time = (15728.64ms) — (983.04ms) = 14745.6ms.
= Open packet trace and filter Control_Packet Type to Zigbee Beacon_Frame, users
should get two zigbee _beacon_frames at 0, 62.9secs, because the time interval between

two beacon frames is 62 seconds. Since we have 2 nodes so user can get 2 beacon

frames for each node.

= Since two Beacon frames are transmitted, CAP time = 2 * 14745.6ms = 29491200us.

NetSim Results:

= Check and compare the theoretical CAP time with NetSim simulation results in IEEE

802.15.4 metrics in Results Windows.
=  CAP time = 29491200.0000Microsec.

4.2.3 Static Routing in WSN

Open NetSim, Select Examples->IOT-WSN->Wireless Sensor Networks->WSN Static

Route then click on the tile in the middle panel to load the example as shown in Figure 4-41.
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Experiments > I Software Defined Networks Dynamic routing in network layer. | | With Configuring
v IOT-WSN Network layer protocol DSR Static Route in network layer. 3
V' Internet of Things Network :jvm protocol DSR R o
i d »
Energy Model s overriaden it !
Working of RPL Protocol in loT 4
Mode of Operations loT RPL e
Vv Wireless Sensor Networks
CAP Time Analysis
Beacon Time Analysis
WSN Static Route [r—

Cagnitive Radio Networks
LTE and LTE-A

License Settings >
>
> | VANETs
>

Exit Alt+F4
Satellite Communication
> 5G NR
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Figure 4-41: List of scenarios for the example of WSN Static Route
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The following network diagram illustrates, what the NetSim Ul displays when you open the
example configuration file.

WSN_Sink_6

Witeless Sensor_3 ﬁ
<5 Sensor_§

Figure 4-42: Network set up for studying the WSN Static Route

Without Static Route

Settings done in the network

The following Environment properties are already set, as Manually Via Click and Drop.
Set Application type as SENSOR_APP Source_Id as 1 and Destination_Id as 6
Enable Packet trace and Plot option.

Click on run simulation and set Simulation Time as 100 sec.

Results: Open packet animation and check Sensor 1 would send packets directly to the

destination.

Ao

i S aebess Sersod b

PACKET I} SEGMENT_ID PACKET_T¥PE CONTROL_PACKET_TWP... SOURCE B DESTIMATION_ID TRANSMITTER I RECETVER, 1D APP LAYER_ARRIVAL T TRM_LAYER ARRTVAL T W LAYER AR

Figure 4-43: Packet animation window

Open packet trace and filter PACKET_TYPE column as Sensing and observe the packets flow.
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| 2 Osensing  Appl SENSOR APP SENSOR-1 _ SINKNODE-6 _ SENSOR-1 ___ SINKNODE6 |

Figure 4-44: Packet Trace
With Static Route

Settings done in the network

* |n Without Static Route, we have changed Wireless_Sensor properties as per the
following.

Configuring Static Routes

Open Wireless_Sensor properties, go to network layer and Enable - Static IP Route ->click on
Configure Static Route IP link, set Network Destination, Gateway, Subnet Mask, Metrics,
and Interface ID as shown in below screenshot and click on ADD.

mi Sensors X
Sensors v NETWORK_LAYER
CENERAL Protocol IPv4
Static_IP_Route Enable -
APPLICATIOMN_LAYER
Static_IP_Route_GUI Configure Static Route IP
TRANSPORT_LAYER = -
[ static IP Routing Configuration O x
Network Destination ‘ 11.1.00 ‘ Gateway ‘ 11113 ‘
INTERFACE_1 (ZIGBEE)
Subnet Mask ‘ 255.255.00 ‘ Metrics ‘ 1 ‘
Interface 1D | 1 - |
Default Add Remaove
Network .
Destination Subnet Mask Gateway Metrics Interface ID
[11.1.00 255.255.0.0 11.1.13 1 1 |
oK Cancel

Figure 4-45: Static IP Routing Configuring window
Network

Device Destination Gateway Subnet Mask Metrics Interface ID
Wireless_Sensor_1 11.1.0.0 11.1.1.3 255.255.0.0 1 1
Wireless_Sensor_2 11.1.0.0 11.1.1.4 255.255.0.0 1 1
Wireless_Sensor_3 11.1.0.0 11.1.1.5 255.255.0.0 1 1

Ver 13.1 Page 69 of 71



Wireless_Sensor_4

11.1.0.0

255.255.0.0

Table 4-8: Static Route Configuration for Sensors

= After setting the properties click on run simulation and set Simulation Time as 100 sec.

Results

Open packet animation and check packets would reach the destination via the configured static

route,

SENSOR_1 - SENSOR_2 - SENSOR_3 - SENSOR_4 - SENSOR_5 - SINKNODE_6

T hietsim Packet Animaticn

Display Settings

Figure 4-46: Packets flow in animation window as specified in the static route configuration

Open packet trace and filter PACKET_TYPE column to Sensing and observe the packets flow

as specified in the static route configuration.

SENSOR_1 > SENSOR_2 > SENSOR_3 > SENSOR_4 - SENSOR_5 - SINKNODE_6

PACKET ID| ~ |SEGMENT 1D/~ NIR D/~ NATION 1D/~ M |~ IR
1 0 Sensing Appl_SENSOR_APP SENSOR-1 SINKNODE-6 SENSOR-1 SENSOR-2
1 0 Sensing Appl SENSOR_APP SENSOR-1 SINKNODE-6 SENSOR-2 SENSOR-3
1 0 Sensing Appl_SENSOR_APP SENSOR-1 SINKNODE-6 SENSOR-3 SENSOR-4
1 0 Sensing Appl_SENSOR_APP SENSOR-1 SINKNODE-6 SENSOR-4 SENSOR-5
3! 0 Sensing Appl SENSOR_APP SENSOR-1 SINKNODE-6 SENSOR-5 SINKNODE-6
1 0 Sensing Appl SENSOR _APP SENSOR-1 SINKNODE-6 SENSOR-5 SINKNODE-6
Figure 4-47: Packet flow in Packet Trace
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5 IOT-WSN Experiments in NetSim

Apart from examples, in-built experiments are also available in NetSim. Examples help the user

understand the working of features in NetSim. Experiments are designed to help the user

(usually students) learn networking concepts through simulation. The experiments contain

objective, theory, set-up, results, and inference. The following experiments are available in the

Experiments manual (pdf file).

o M w0 bdh =

Cyber physical systems (CPS) and IoT — An Introduction

One Hop loT Network over IEEE 802.15.4

loT — Multi-Hop Sensor-Sink Path

Performance Evaluation of a Star Topology loT Network

Study the 802.15.4 Superframe Structure and analyze the effect of Superframe order on
throughput.

6 Reference Documents
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7 Latest FAQs

Up to date FAQs on NetSim’s loT/ WSN library is available at
https://tetcos.freshdesk.com/support/solutions/folders/14000105117
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